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RESUMO

Rossi, F.  Uma contribuicao para o problema de programacgdo mixed no-idle
flowshop com tempos de preparacao dependentes da sequéncia: analises e
métodos de solugao. 2019. 176p. Tese (Doutorado) - Escola de Engenharia de Sao
Carlos, Universidade de Sao Paulo, Sao Carlos, 2019.

Neste trabalho é abordado o problema de programacao de producao em ambiente mixed
no-idle flowshop com tempos de preparacao dependente da sequéncia. Este ambiente de
producao ainda nao foi estudado na literatura, apesar de estar presente na dinamica
dos sistemas produtivos. No ambiente no-idle flowshop, as maquinas que compéem o
sistema nao podem ficar ociosas e todas as tarefas sao executadas ininterruptamente.
Geralmente os motivos sdo associados a fatores econémicos ou tecnolégicos, onde uma
maquina parada influencia diretamente o desempenho do sistema produtivo. O ambiente
no-idle flowshop esta presente no processamento de fibra de vidro, producao de circuitos
integrados, em siderirgicas, dentre outros. Entanto, assumir que todas as maquinas nao
fiquem ociosas no ambiente produtivo geralmente nao é realistico. Uma situagao mais
realista é considerar o ambiente misto, onde apenas algumas maquinas que compoem o
sistema executam as tarefas ininterruptamente, enquanto as outras permitem a ociosidade
normalmente. Neste caso, o ambiente é chamado de mixed no-idle flowshop. Na extensao
estudada neste trabalho, tempos de preparacao que antecedem o processamento das
tarefas sao considerados nas maquinas em que é permitida a parada. Este é o primeiro
trabalho a abordar o problema mixed no-idle flowshop com tempos de preparacao. Nesta
Tese, métodos heuristicos eficientes para resolugao do problema mixed no-idle flowshop
foram propostos. Para demonstrar a performance dos métodos desenvolvidos, foram
realizadas extensas comparacgoes com métodos considerados estado-da-arte na literatura.
Os resultados mostram que as heuristicas propostas fornecem solugoes de qualidade com

eficiéncia computacional, superando os métodos da literatura.

Palavras-chave: Flowshop, No-idle, Tempos de Preparacao, Heuristicas






ABSTRACT

Rossi, F. A contribution for the mixed no-idle flowshop scheduling problem
with sequence-dependent setup times: analysis and solutions procedures. 2019.
176p. Tese (Doutorado) - Escola de Engenharia de Sdo Carlos, Universidade de Sao Paulo,
Sao Carlos, 2019.

In this work the mixed no-idle permutation flowshop with sequence-depdent setup times
scheduling problem is approached. This production environment has not yet been studied
in the literature, despite being present in the dynamics of production systems. In the
no-idle flowshop environment, the machines cannot be idle and all jobs are processed
uninterruptedly. Generally, the reasons are associated with economic or technological
factors, where a stationary machine directly influences the performance of the production
system. The no-idle flowshop is present in the manufacturing of fiberglass, production
of integrated circuits, in steelworks, among others. However, assuming that all machines
cannot be idle is often unrealistic. A more realistic situation would consider a mixed
environment, where only a few machines perform the jobs uninterruptedly, while the other
allow idleness. In this case, the environment is called mixed no-idle flowshop. In the problem
extension studied in this work, setup times are considered on machines where idleness
is allowed. This is the first work that addresses the mixed no-idle flow shop scheduling
problem with setup times. In this Thesis, efficient heuristic methods for solving the mixed
no-idle flowshop with setup times scheduling problem are proposed. To demonstrate the
performance of the new methods, extensive comparisons with state-of-the-art methods
from literature are performed. The results show that the proposed heuristics provide
high quality solutions with computational efficiency, outperforming the methods from the

literature.

Keywords: Flowshop, No-idle, Setup Times, Heuristics
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1 INTRODUCTION

In the past decades, following the massive globalization of markets, companies
worldwide struggle in a more competitive market, where corporations from different
regions must battle for common customers. As a consequence, efficiency in the production
processes of the companies have become more essential than ever (SLACK et al., 2009).
Thus, production management is a important aspect for firms to remain competitive.
Production management comprises decision making related to many issues, as example
the master scheduling, material requirements planning, capacity planning, production
scheduling (VOLLMANN, 2005). Between these, production scheduling performs an crucial
role on resource productivity and client service (FERNANDEZ-VIAGAS, 2016). Companies
around the world must meet promised delivery times, and failing to meet them can result
in significant customer losses (LIU; REEVES, 2001).

Production scheduling is a decision process that deals with the allocation of
resources to the jobs in a given period of time in order to optimize one or more objectives
(PINEDO, 2016). With the objective of determining the best schedule for the shop floor,
constraints and the objective of the shop have to be considered. The complexity of the
scheduling problem increases and becomes NP-hard even for small scheduling problems
(FRAMINAN; LEISTEN, 2003). Also, scheduling decisions should be made in short time
intervals requiring a rapid response time, due to several aspects such as the lifetime of
a schedule, the delay in the suppliers, arrivals of new jobs to be processed, rescheduling
due to failures while processing a job (FERNANDEZ-VIAGAS, 2016). Therefore, the
development of fast and efficient solution procedures for solving manufacturing scheduling

problems is decisive for companies’ efficiency.

Currently, many processing layouts have been utilized by manufacturing industries.
The Permutation Flowshop Scheduling Problem (PFSP) has been extensively studied in
the literature with several papers published that deal with flowshops and other related
problems (RAD; RUIZ; BOROOJERDIAN, 2009). The main reason for this is that the
flowshop layout is the common configuration in many real manufacturing scenarios, as it
presents several advantages over more general job shop configuration, and, in addition,
many job shops are indeed a flow shop for most of the jobs (FERNANDEZ-VIAGAS,
2016). Another reason is that many models and solutions methods for different constraints

and layouts have their origins in the PFSP.

The flowshop environment is present in many relevant industry segments such
as metallurgical, chemical, and pharmaceutical industries. In certain situations in which
profitability is improved by means of (a) maximizing the use of resources, (b) reducing

work-in-process inventory or (c) better meeting deadlines, scheduling methods have the
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minimization criteria of (a) maximum completion time of a sequence or makespan, (b)
total flowtime or (c) total tardiness (MACCARTHY; LIU, 1993). These three objectives
are the most relevant for the flowshop environment (LIU; REEVES, 2001; FRAMINAN;
LEISTEN, 2003; FERNANDEZ-VIAGAS; FRAMINAN;, 2015).

More specifically, in a PFSP a set jobs is processed on machines with the objective
of minimising a certain criterion. In a permutation flowshop, the order in which each
machine processes the jobs is identical for all machines. In this Thesis, the mixed no-idle
PFSP with sequence dependent setup times is studied, which is a variation of the no-idle
PFSP. In the no-idle PFSP, machines are not allowed to be idle after a job sequence begins.
This condition occurs when their operating costs are high enough to make idle machines
economically prohibitive or technological constraints do not allow machines to stop after
the process is started. Briefly, in a no-idle environment, machines must process all the
jobs of the sequence without interruption. Due to this, when necessary, some jobs must be

delayed to ensure that the no-idle constraint is met.

However, in practice we rarely see an environment where there are only no-idle
machines (PAN; RUIZ, 2014). In a real production system, it is more common to have a
mixed environment in which no-idle machines and idle machines coexist. (PAN; RUIZ,
2014) were the first to formally define this type of mixed production system in a flowshop
environment (mixed no-idle PFSP). The mixed no-idle environment can be found in
steel production using the continuous casting process as described by (PAN; RUIZ, 2014).
Another example arises from the production of truck engine blocks in a foundry (SAADANTI;
GUINET; MOALLA, 2003). In more detail, this includes casting sand moulds and sand
cores. The moulds are filled up with molten metal and they prevent the metal from filling
some spaces. The production system is defined by four main activities: the core production
shop; the smelting step; the casting line; and the finishing step. The smelting step, casting
line and some core production machines must work continuously due to both technical

and economic reasons, while the other operations can work with idle times.

Within the flowshop problem, another important consideration is the existence
of setup times that precede the jobs. Some example of setup operations are obtaining
tools, cleaning machines, positioning raw material, adjustments, inspections and other
activities. There is a distinction between two types of setup: a) sequence independent
setup (s;;), when the setup time of machine M; only depends on job J;; b) sequence
dependent setup (s;k), when the setup time of machine M; depends on the previous job
J; and the current job J,. The setups times can also be described as anticipatory or
non-anticipatory. Anticipatory setups are those that can be performed on the machine
as soon as this machine finishes the previous job in the sequence. Otherwise, a setup is
non-anticipatory. Literature reviews addressing the scheduling problem with setup can be
found in Allahverdi, Gupta e Aldowaisan (1999), Allahverdi e Soroush (2008), Allahverdi
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et al. (2008), Allahverdi (2015).

In an environment in which all machines are no-idle, the setup time makes no
practical sense, as the machine requires continuous processing. However, in a mixed no-idle
environment, the existence of setup times is acceptable, and therefore the setup times on
regular machines can be considered, which allows idleness. For example, in the continuous
casting process in the steel industry, setup times for the machine to accommodate the
iron load to be processed or to separate the specific alloying elements for the steel to be
produced can be considered. Therefore, the setup times would occur in the stages in which
idle times are allowed. For example, the setup times in the finishing step can result from

cleaning and adjustment operations needed in the machines and tools used at this stage.

In this work, this special variant of the PFSP is denoted as mixed no-idle PFSP
with sequence-dependent setup times. Succinctly, in this new problem, no-idle machines
coexist with stages that allow iddleness, in these stages sequence-dependent setup times
between the jobs are considered. To the best of our knowledge, this problem has not yet
been studied in the literature, although it can be found in the dynamics of productive

systems.

1.1 Objectives and outline of the Thesis

As stated in the previous section, the goal of this Thesis is to study the mixed
no-idle PFSP with sequence-dependent setup times, both deeply analysing the problem
under different criteria and developing new efficient methods to solve the problem. To

carry out this goal, the following general research objectives are identified:

OBJ1. To provide in-depth analysis of the mixed no-idle PFSP with sequence-dependent
setup times, presenting mathematical models, formulations and calculations methods for

different objective functions;

OBJ2. To review the no-idle PFSP, PFSP with setup times and classical PFSP liter-
ature for the most common objectives, i.e. makespan, total flowtime or total tardiness

minimisation;

OBJ3. To provide efficient methods to solve the mixed no-idle PFSP with sequence

dependent setup times for makespan, total flowtime or total tardiness minimisation;

OBJ4. To demonstrate the efficiency and good performance of the new proposed methods

thought extensive computational and statistical experiments.

To achieve these objectives, the Thesis have been structured in five chapters as

follows:



34

In Chapter 2 the problem under consideration is stated, where mathematical
formulation and calculation methods for the different objective functions are provided in
detail. Chapters 3, 4 and 5, the mixed no-idle is analysed under different minimization
criteria along three chapters (Chapter 3 - makespan, Chapter 4- total flowtime, Chapter 5
- total tardiness). In each chapter, the main contributions in the literature are reviewed
and the state-of-the-art algorithms are presented. We propose new heuristics algorithms to
solve the mixed no-idle PFSP under each objective. We developed each heuristics in order
to exploit the specific structure of the problem to both reduce the computational times of
them and improve the quality of the solutions. Additionally, they are tested in extensive
computational evaluations, comparing them with the state-of-the-art algorithms under
the same conditions. Finally, in Chapter 6, the conclusions of this research and future

research lines are discussed.
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2 PROBLEM STATEMENT

The PFSP in industrial environments are frequent, complex and have characteristics
peculiar to each company (NAGANO; MOCCELLIN, 2002). In the scope of Operational
Research, such problems are represented by models, in most cases mathematical, and must
contain the variables and parameters that explain and represent significantly the behaviour
of the problems treated (PINEDO, 2016). The problem consists of the determination of
the sequence of n jobs which achieves the minimal objective function value when all jobs
are processed, in the order, on the m machines of the flow shop. The following additional

hypotheses are usually assumed for the PFSP:

o Processing times are known and deterministic.

« No preemption is allowed.

» Transportation times can be considered either insignificant or constant.
o FEach job can be processed by at most one machine at the same time.

o Release times are set to 0.

o Each machine can process only one job at the same time.

o All machines are available on the whole scheduling horizon.

o Unlimited in-process inventory is considered.

To obtain the solution of the problem of production scheduling many methods
of solution have been proposed. According to Framinan, Leisten e Ruiz-Usano (2005),
these methods are mainly: efficient methods of optimal solutions, enumerative methods of
optimal solutions, heuristic and metaheuristics methods. Among the efficient methods of
optimal solutions, the best known method is Johnson (1954), which determines the optimal
solution for the PFSP with two machines and n jobs in a polynomial time. The enumerative
methods determine the optimal solution of the problem, but at a high computational cost.
Among these, the most studied are the branch & bound procedures (BAPTISTE; HGUNY,
1997; BAGGA, 2003). The last type of solution method is the heuristic and metaheuristics
methods, which provide good quality solutions at a computational time that is not very

high compared to the other solution methods.

The heuristic methods can be classified in several ways, the most usual being to
classify them in: constructive heuristic methods and improvement methods. In the case

of constructive heuristic methods, the solution of the problem is obtained: directly from
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the ordering of jobs according to priority indexes calculated according to the processing
times of the jobs, such as the methods proposed by Palmer (1965) and Koulamas (1998);
choosing the best sequence of jobs from a set of sequences (CAMPBELL; DUDEK; SMITH,
1970; HUNDAL; RAJGOPAL, 1988); or from the construction of partial sequences of a set
of jobs (subsequences) until a complete sequence is obtained (for example, Nawaz, Enscore
e Ham (1983)). In the case of the improvement methods, an initial solution is obtained
and, later, by means of some iterative procedure, a better solution is sought than the
current one in relation to the adopted measure of performance. Thus, the improvement
methods start from an initial solution and look for a better solution in their neighbourhood.
Two widely used neighbourhoods are the pairwise exchange and the insertion of jobs
(FRAMINAN; GUPTA; LEISTEN, 2004). In the pairwise exchange, all possible exchanges
of pairs in a sequence are performed; therefore, if we have a sequence with n tasks, we will
have n(n — 1)/2 possible pairwise exchanges. In the insertion method, a job of the current
sequence is removed and subsequently tested in all possible positions, resulting in n(n — 1)

sequences generated by the insertion procedure.

Finally, a metaheuristic can be seen as a general-purpose heuristic method designed
to guide the solution toward promising regions of the search space containing high quality
solutions (DORIGO et al., 2008). In addition, metaheuristics may move to not necessary
improving solutions, which constitutes the main mechanism to avoid stopping at local
optima Crainic e Toulouse (2003). Some examples are the particle swarm algorithm
proposed by Pan e Wang (2008b), the evolutionary algorithms of Tasgetiren et al. (2011)
and Deng e Gu (2012) or the bee colony algorithm of Tasgetiren et al. (2013b). Before
the problem is formally described, the notations used in the expressions are presented in

detail in the next section.

2.1 Notations

The notations used to describe the problem are detailed bellow.

J; 1 job to be processed,;

M; : machine or stage;

pij : processing time of job J; in machine M; (i=1,...,m;j=1,...,n);
d; : the due date of job J;;

7 : sequence of processing;

mj or [j] : defines a job occupying the jth position of the sequence;

U : set of jobs that have not yet been sequenced;
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C;,; : the completion time of job J; in machine M;;

S;; © the start time of job J; in machine M;;

C;; : the completion time calculated from back to front of J; in machine M;;
Crnaz, Cmj : the makespan or the completion time of the sequence;

> Ty, 25—y max(Cp,; — d;,0) : the total tardiness of the sequence;

> Cjy Y0y Crj or 2 Cj(m) : total flowtime of the sequence T;

Si; : the start date calculated from back to front of J; in machine M;;

M’ : set of no-idle machines. Machines that do not belong to M’ are defined as regular

machines, which allow stopping and also have setup time between jobs.

st @ setup time in machine M; between jobs J; and Ji, (k < n, k # j).

2.2 The no-idle and mixed no-idle PFSP

As mentioned before, a variant of the PFSP is caused when idleness is not allowed on
machines (no-idle). Cases like these are common and important in practical situations where,
for example, machines with high economic value added are used in the production process.
Allowing these machines to be idle many times may not be financially desirable. Clear
examples of this arise in the production of integrated circuits through photolithography
(RUIZ; VALLADA; FERNANDEZ-MARTINEZ, 2009). Other examples can be seen in
sectors where the machines are of low value, but the machines can not be easily restarted
or stand still because the costs would be very high, for example, the ceramics industry
uses kilns that use large amounts of gas while operating, in this case, idleness should be
avoided, since it would take several days to stop the oven due to a large thermal inertia
for heating. In all these cases, idleness should be avoided, either for economic reasons
or for technological reasons inherent to the process. In order to understand and better
illustrate the no-idle PFSP, an example is presented with three machines and three jobs.

The processing times of the jobs are given in Table 1.

Table 1: Small example with three machines and three jobs.

Jobs Jl JQ Jg
M, 21 10 23
My 27 20 15
My 7 12 33

A simple way to represent the solution of a production scheduling problem is to

use the Gantt Chart. Figure 1 presents a Gantt Chart of an optimal solution for the small
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mt = UZ']SJl} Cmax = 88
My || B | h
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Figure 1: Optimum solution for the PFSP without no-idle.

Tno—idle = {2,J3,J1} Crnax = 94
MmolL | s R
M, e s [
M, L | Js b

Figure 2: The same solution of Figure 1, now with no-idle machines.

T no—iate = UsrJ2,J1} Crnax =92

Figure 3: Optimum solution for the no-idle PFSP.

PFSP example presented in Table 1, note that the problem does not yet considers no-idle

machines.

Considering a PFSP with makespan criterion, enumerating all possible solutions,
the optimal solution is provided by the sequence ©* = {J5, Js, J; }, resulting in a makespan
of 88 (Figure 1). On the other hand, if it is considered the no-idle PFSP, the same solution
results in a worse non-optimal makespan of 94 (Figure 2). The optimal solution for the
same problem when no-idle machines are considered is another one, 7, ;.. = {Js, J2, J1},
with makespan 92 (Figure 3). Thus, the existence of no-idle machines can lead to a different

optimal solution.

The small example presented shows that the no-idle machines significantly impact
the solutions for the problem. As stated before, the problems studied is an extension of the

no-idle PFSP, denoted as mixed-noidle PFSP with sequence-dependent setup times. In the
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Tmixed no—idle = U2,J3:J1}
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Figure 4: The mixed no-idle PFSP.

*

T mixed no—idle,s]i-,k = {]3']2r]1}
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Setup times

Figure 5: The mixed no-idle PFSP with sequence-dependent setup times.

mixed no-idle PFSP, some machines allow idleness, while the other are no-idle. Figure 4
illustrates the mixed no-idle PFSP under the processing times presented in Table 1, where

only machine M, allow idleness and M; and M3 are no-idle machines.

As stated before, in the machines that allow idleness, setup times can occur between
the jobs. Figure 5 shows a small example where only machine M; is no-idle, M, and
Ms allow idleness and have setup times between the jobs. In the next section we will
present the detailed definition and formalization of the mixed no-idle PFSP with sequence

dependent setup times, which is the object of study of this work.

2.3 The mixed no-idle PFSP with sequence dependent setup times

Formally, the problem under consideration can be defined as follows. A set of
n jobs J = {Ji,...,J,} must be processed in the same order by a set of m machines
M = {M,,..., M,,} with the objective of minimising a certain criterion, namely, in this
work, makespan, total flowtime or total tardiness. A processing sequence is defined by
m={m,...,m}, m; or [j] defines a job in the jth position of the sequence. The processing
time of job J; in machine M, is p;; (Vi = {1,...,m}, Vj = {1,...,n}). The completion
time of job J; in machine M; is called C; ; and the starting date is .S; ;. The makespan
(Crnaz Or Chae (7)) is equal to the completion time of the last job in the last machine

Chn [ for the sequence 7. The total flowtime is the sum of the completions times of the
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jobs in the last machine M,,, >-7_; Cy, ;. The total tardiness is the sum of the tardiness
of all jobs, 3%, max(C,,; — d — j), while d; is the due date of job J;. Machines that
are no-idle belong to a set defined by M’. The machines that do not belong to M’ are
defined as regular machines, which allow idle and also have a setup time between jobs.
The sequence-dependent setup times are considered in the regular machines M; (M; € M)

between jobs J; and Jy, (k < n, k # j), and are denoted as s .

According to Graham et al. (1979), a scheduling problem can be defined in a
notation comprising three fields «|f3|y, in which « represents the machine environment
considered (single machine, parallel machine, flowshop, jobshop or openshop) and the
number of machines, § the technological constraints (sequence dependent setup times,
unavailability of machines, no-wait, no-idle, mixed no-idle, permutation) and v is the
performance criterion (makespan, tardiness, total flowtime, among others). Thus, the
problem considered in this work can be defined as F,,|prmu, mixed no — idle, 3§7k|(0max,
> Cj, or > T;) where F,, defines that the machine environment is a flowshop with m
machines and prmu (permutation) means that the jobs are processed in the same order

by all the machines.

2.3.1 Mixed integer linear programming model

We extended the MILP model of Pan e Ruiz (2014) in order to consider the
sequence dependent setup times for the regular machines (M; ¢ M’). The decision variable
is defined by X, where X, = 1 if jobs J; is the kth job of the sequence 7 and X =0
otherwise. The relation between the adjacent jobs is controlled by the decision variable
Yk, as Y ; = 1if job J; is in position k in the sequence and is immediately preceded by
Jj; otherwise, it equals zero (VI,j € {1,...,n}, Vk € {2,...,n}). The decision variables

are detailed below:

1 if J; is in position & in the sequence

Xj,k -

0 otherwise

1 if J; is in position k in the sequence and
Yirj = is preceded by J;, 7 # [

0 otherwise

The mixed integer programming model is provided as follows. The objective function,
Z, is defined in (2.1) and minimises the makespan, total flowtime or the total tardiness.
The set (2.2) and (2.3) state that each job is attributed to one position and vice-versa.
Constraints (2.4) and (2.5) ensures that each job precedes only one job and follows exactly
one job, and these two jobs are not the same. Constraint (2.6) ensures that there is no
precedence for the job in the first position of the sequence, as when £ = 1 no job precedes
Jj, therefore Y;; ;=0 (Vl,5 € {1,...,n}). Constraint (2.7) establish that the completion
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time of the job in the first position is greater than or equal to its processing time in the
first machine. Constraint (2.8) ensures that a job cannot be processed on a machine before
its completion on the preceding machine. In constraints (2.9) and (2.10) the job completion
time is equal to the completion time of the previous job plus the processing time if the
machine is no-idle. For regular machines, the completion time is greater than or equal to
the previous job plus the processing time and setup time between the jobs. Constraints
(2.11), (2.12) and (2.13) give the domains of the variables.

Crin for the makespan criterion
Minimize Z = § 37, Cpn for the total flowtime criterion  (2.1)

i1 Ty = max(Cy, j — d;,0) for the total tardiness criterion

Subject to:
N Xin=1, Vje{l,...,n} (2.2)
k=1
> Xjp=1 Vke{l,...,n} (2.3)
j=1
Xj,k:ZY;,k,j? VJE {1,,”} Vk € {2,,”} (24)
=1
Xik=> Yipyy, Vie{l,...,n}Vke{l,....n—1} (2.5)
=1
}/1717]‘ =0, Vj,le {1, ce ,n} (26)
Cl,k 2 ZXng 'pl,ja vk € {1, e ,n} (27)
j=1
Cir>Cimip+ > Xjn-piy Vke{l,...,n}, Vie{2,...,m} (2.8)
j=1
Ci,k = Ci,k—l -+ ZXJ'J‘? “Dijs Vi € M’, vk € {2, - ,n} (29)
j=1
Ci,k > Oi,k—l + Zvak *Dij + Z ZYE»W . Sij, Vi §é M/, Vk € {2, .. ,n} (2.10)
j=1 j=11l=1
Cix >0 Vke{l,....n}, Vie{l,...,m} (2.11)
Xir€{0,1} Vke{l,...,n}, Vie{l,...,m} (2.12)
Yir; €{0,1} Vi kle{l,....,n} (2.13)

According to Pan e Ruiz (2014), the mixed no-idle PFSP is A"P-Hard in the strong
sense. Therefore, as our problem is a special case of the mixed no-idle PFSP where setup

times are considered in the regular machines, the new problem studied in this work in also

NP-Hard.
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2.3.2 Makespan, total lowtime and total tardiness calculation

As the mixed no-idle PFSP with sequence-dependent setup times has not yet been
studied in the literature, we present a method to evaluate the makespan of a permutation
sequence. Supposing a sequence m = {7y, g, ..., T_1, 7, ..., T} where m (I ={1,...,n})
represents a job in position [ of sequence w. To simplify the expressions, the notation
[l] denotes the job in the position I of sequence 7, i.e. m = [I]. Sy and C; ) denote the
earliest start and completion time of job [I] in machine M;, respectively. The Cyq4s (7) can

be obtained adopting the following steps.

Step (1): In order to simplify the calculations, consider that the setup time is equal
to zero between the jobs .J; and Jj Vj, k € J,j # k in a no-idle machine M, € M.

si,=0 VjkelJj#k ifMyeM (2.14)
Step (2): The earliest start and completion times for the machines M; (Vi =
{1,...,m}) can be calculated as follows:

Step (2.1): For the jobs (I = {1,...,n}), calculate the earliest start and completion

times in machine M; without considering if the machine is no-idle.

Com =0 (2.15)
Siy = Cic1 g (2.16)
Cin = Siu) + pi (2.17)
Sifi) = max (Cz‘,[l—l} + 3%171],[117 Ci—l,[l]) (2.18)
Cimy = Sim + piy (2.19)
Step (2.2): The completion time values are recalculated to { = {n —1,...,1}, now
considering if machine M; allows or not idleness among the jobs.
Ci’ I + max Ci, I+1] — Pifi+1] — C’i, 1 0 if machine Mz S M/
Cig = [ ( [I+1] [1+1] (1 ) (2.20)

Ci otherwise

Step (2.3): If ¢ = m, then calculate the objective function, otherwise return to Step

(2.1) and consider the next machine M;, .
o If the objective is to minimize the makespan, Cpp (7) = Chpy )
o If the objective is to minimize the total flowtime, >~ Cj, Y271 Cp j;
o If the objective is to minimize the total tardiness, 3> T}, >°7_, max(Cy, ; — d;,0).

Steps (2.1) and (2.2) are iterated for m machines and have worst case complexity

of O(n). As a result, the makespan evaluation procedure has worst case complexity of
O(nm).
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2.3.3 Acceleration method to calculate the makespan for the insertion neighbourhood

The insertion neighbourhood is extensively used in the PFSP (RUIZ; VALLADA;
FERNANDEZ-MARTINEZ, 2009; RUIZ; STUTZLE, 2007; RAD; RUIZ; BOROOJER-
DIAN, 2009). The insertion neighbourhood in a 7 sequence with n jobs is the result of
movements of inserting the jobs into the sequence. An insertion movement consists of
removing job m; from the sequence, and then 7; is reinserted into all positions of 7, except

for its original position.

The insertion neighbourhood is generated by applying this insertion movement to
each job in the sequence. The first to propose acceleration methods for insertion neighbour-
hood was Taillard (1990) for the PFSP with makespan criterion. Since then, acceleration
methods have been extensively used in the literature (RAD; RUIZ; BOROOJERDIAN;
2009; FERNANDEZ-VIAGAS; FRAMINAN, 2014; ROSSI; NAGANO; NETO, 2016), even
for other variations of the problem (PAN; WANG, 2008b; PAN; WANG, 2008a; RUIZ; VAL-
LADA; FERNANDEZ-MARTINEZ, 2009; RIBAS; COMPANYS; TORT-MARTORELL,
2010; TASGETIREN et al., 2013a; INCE et al., 2016; NAGANO; ROSSI; TOMAZELLA,
2017; PAGNOZZI; STUTZLE, 2017).

Pan e Ruiz (2014) explained and demonstrated an acceleration method to evaluate
the makespan of an insertion neighbourhood for the mixed no-idle PFSP. We extended
the acceleration procedure for the variant discussed in this study, the mixed no-idle PFSP

with a sequence dependent setup.

The speed-up procedure described below can be used to evaluate the makespan of

an insertion neighbourhood. S} ; and (7 ;, denote the start and completion time for the

2,77
job J; in the machine M; calculated backwards.

Step (1): Considering a partial sequence m = {m,...,m,_1}. Calculate the earliest
start and completion time for sequence 7 in machines M; (i = 1,...,m), S;; and C;;
(7=A1,...,n—1}) (Section 2.3.2).

Step (2): Calculate the earliest start and completion time backwards in the sequence
7 in machines M; (i = {m,...,1}), S;; and C}; (j = {n —1,...,1}) (Section 2.3.2).

Step (3): For all the positions in the sequence 7 (I = {1,...,n}), go through the
following steps: Step (3.1): Insert job Ji in position [ of m, resulting in the complete

sequence T = {71, ..., Te_1, Sy Thalys-->Tn_1}-
Step (3.2): Calculate the earliest completion time of job J; in machine M;, denoted
by C; k) using Expressions (2.21)-(2.24). The delay at the beginning of processing the jobs

in machine M;, so that there is no idleness, is defined by a;.



44

{s4=0 Vikelj#k #M e (2.21)
Sy = Cy k11 + SH
L,[k] 1,[k=1] [k—1],[k] (2.22)
Chik = Suk + Piw
a1y = max(Cy,pe—1] + 851y > Cr,m1)
Com) = Sam +
2,[k] 2,[k] T P2,[k] (2.23)
maX(CL[k] — 02,[]6,1}, O) if M, e M’
a9 =
0 otherwise
S,k = max(Cj 1] + aj—1 + kafl],[kp Ci—1x)
Cik) = Sik) + ik
maX(Ci_L[k] - (Ci,[k—l} —+ CLi_l), O) if Mz S M’ (224)
a; = aj—1 +
0 otherwise
Vi=4{3,...,m}

Expression (2.21) defines that the setup times are non-existent in the no-idle
machines. Expression (2.22) calculates the starting and completion times for the job in
position k in the first machine is calculated. Expression (2.23) calculates the start and
completion for the second machine, and max(Cy ) — Cor—1],0) defines the right shift
delay in the start time for the job in position £ if it is a no-idle machine. Expression
(2.24) calculates the start and completion time is calculated for the other machines, and
max(Ci_1,k — (Ci k1) + ai—1),0) is the shift delay.

Step (3.3): The makespan (C,,q,) of the complete sequence m = {my,..., m_1, Tk,

Thkt1,- -+, Tn—1} can be calculated by Expressions (2.25)-(2.29).
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{8317,{ —0 Vjkedj+k ifMeM (2.25)
{L1 — Chg + Clpoyny + Sk s (2.26)
Ly = Copy + Cé,[kﬂ] + S[Qk],[kﬂl
L =max (L, L
max (L — L270) if My e M’
a9 =
0 otherwise
Li = Cipg + aix + Cf ) + Sy )
L =max (L, L;)
max (L — L;,0) if M; € M’ (2.28)
a; = aj—1 +
0 otherwise
Vi={3,...,m}
Coww =1L (2.29)

Expression (2.26) defines Ly as the sum of the earliest completion time calculated
backwards, Step (2), and forward, Step (3), in the first machine with the setup time
between position k£ and k + 1 in the first machine. In set (2.27)-(2.28), the value of L; is
calculated for the other machines. Expression (2.29) define the makespan for the sequence.

Note that the makespan (Ci,q.)is the maximum value of L; (Vi = {1,...,m}).

Steps (1) and (2) are followed only once for each insertion of job J at the n
positions of the 7 sequence and the complexity is O (nm). Steps (3.2) and (3.3) have
complexity O(m) and are within the iteration of the step (3) which is carried out n times
(I =A{1,...,n}). Therefore, evaluating the C,,,, of the insertion of Ji in all the n positions
of sequence 7 results in complexity O(nm). If the evaluation method described in Section

2.3.2 was used, the same insertion procedure would have a complexity O(n?*m).

2.3.4 Acceleration method to calculate the total lowtime or the total tardiness

Pan e Ruiz (2014) proposed an acceleration method to evaluate the makespan in
an insertion neighbourhood of the mixed no-idle flowshop problem. In the previous section,
this acceleration method was adpated for the problem under consideration with makespan
criterion. However, a problem arises when adapting the proposed method directly to the
mixed no-idle problem with total flowtime or total tardiness criteria as this method can
only determine the completion time of the last job in the machines. Furthermore, the

method does not take into consideration the existence of setup times between the jobs.
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Considering that in order to evaluate the total flowtime we need to know the completion
time of all jobs, and not only the last one, and also considering that there is a setup time
between the jobs, it is not possible to directly adapt the acceleration method. However,
a partial acceleration method can be developed for the insertion neighbourhood can be

proposed considering the following;:

The completion time of all jobs in no-idle machine M; can be determined if the
completion time of the last job in machine M; (C; ) and the processing times of the jobs
in the same machine (p; ;) are known.

Considering [, f” as the idle time between jobs J; and Jj, in the regular machine M;

(allows idle times), the completion time of the job in the last position in machine M; is:

Cz,[n} = C@[nfl] + I[in—l],[n] + Pi[n] (230)

On the other hand, if M; is a no-idle machine, then [, [in—l},[n} = 0, which results in:

Ciin] = Cijn—1) + Din) (2.31)

Otherwise:

Cin—1) = Cin] — Pi[n) (2.32)
Cin-21 = Cin] — Pi,jn] — Pi,jn—1]

Ciy=Cifm) = > Pilk
k=j+1
Supposing that M, (1 < h < m) is the last no-idle machine of the flowshop,
we can apply an acceleration mechanism adapted from Pan e Ruiz (2014) to calculate
the completion time of the last job in M), which is denoted as C}, . Then, calculate
recursively the completion times for the remaining jobs. For machines M}, 1, My o, ...,
M, the procedure of regular calculation (Subsection 2.3.2) can be used to calculate the

completion times of the jobs in the last machine M,,.

The procedure below describes the step-by-step procedure of the acceleration
method.

Step (1): Considering an incomplete sequence m = {my,...,m,_1}, and that M}, is
the last no-idle machine of the flowshop. Calculate the start and completion time from
front to back (S;; and C;;, respectively) in 7 in machines M; (i = 1,...,h) using the

procedure explained at Subsection 2.3.2 for j =1,...,n — 1.

Step (2): Calculate the start and completion times from back to front for sequence
7 in machines M; (i = h,...,1), S;; and C}; (j =n—1,...,1) (Subsection 2.3.2).

Step (3): For all positions of the sequence 7 (I = 1,...,n), go through the following
steps:
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Step (3.1): Insert job Jj in position [ of the sequence , resulting in 7 = {my, ..., m_1, Ji,
Th41y - - - aﬂ-n—l}'
Step (3.2): Calculate the completion time of job Jj in machine M;, C; . The delay

for starting processing the jobs is denoted by a;.

{s;k =0 VjkeJj#k if M; e M (2.33)
Sy = Clk—1) + Sk
L,[k] 1,[k—1] [k—1],[K] (2.34)
Crk = S,k + PLk
o,y = max(Ch, k-1 + Sp_1) > Crim)
Coi) = So i +
2,[K] 2,[k] T P1,[k] (2‘35>
maX(CL[k} — C27[k_1], 0) if M, € M’
a9 =
0 otherwise
S,k = max(C; 1) + a1 + ka_l],[kp Ci—1,k)
Ci k) = Sik) + Pifk)
max(C'i_L[k] - (Cz',[k—l] + ai_l), O) lf Mz - M/ (236)
a; = a;—1 +
0 otherwise
1=3,...,h

Step (3.3): Obtain the completion time of the last job in machine Mj,, Cj, ), of the

complete sequence m = {7y, ..., Tk_1, Tk, Tkt1,- - -, Tn }, through the expressions below.
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{8§,k=0 VikeJj#k if M;eM (2.37)
{Ll = Cl,[k} -+ Ci[k+1] —+ S[lk],[k+l] (238)
Ly = Co g + O3 o) + Sfig ey
L =max (L, L
maX(L—Lg,O) if MQEM,
a9 —
0 otherwise
Li = Cipg + a1 + O'L{,[k+1] + ka],[kﬂ}
L =max (L, L;)
max (L — L;,0) if M; € M’ (2.40)
a; = Gj—1 +
0 otherwise
i=3,...,h
Chp = L (2.41)

Step (4): Calculate the completion time of jobs (j =n—1,...,1) in the last no-idle

machine Mj,.

Chpi) = Chpl = 2. Prjh (2.42)
k=j+1
Step (5): Use the regular calculation method (Subsection 2.3.2) to determine the
completion time for the remaining machines (i = h+1,...,m) and the total flowtime of
the sequence, 3-7_; Cy, ; or the total tardiness, >37_; T = max(C,y, ; — d;,0).

Steps (1) and (2) have complexity O (nh) and are carried out only once for each
insertion of job Ji at the n positions of the sequence. Steps (3.2) and (3.3) have complexity
O(h) and are within the iteration of Step (3) which is carried out n times. Step (4) has
complexity O(n) and is carried out only once. Step (5) has the complexity of the regular
evaluation method of O(n?(m — h)), except for the fact that it is carried out in the last
m — h machines. Therefore, to evaluate the total flowtime of the job insertion of Jj in all
n positions of the sequence 7 results in complexity O(nh + n?h). Thus, the complexity
of the method will vary from case to case. If the no-idle machine M, is the last machine
of the M, system, i.e., h = m, the complexity will be the best possible O(nm). In the
worst case, if the last no-idle machine M, is the first machine M, h = 1, steps (1-4) of
the acceleration method will not be used, resulting in the same complexity of the regular

evaluation method, i.e. O(n?*m).
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In the next chapters, the mixed no-idle PFSP with setup times will be studied
under different criteria. The following objective functions will be addressed: makespan,

total flowtime and total tardiness.
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3 THE MIXED NO-IDLE PFSP WITH SETUP TIMES AND MAKESPAN
MIMIZATION

The makespan criterion has attracted the attention in the last decades (ROSSI;
NAGANO; NETO, 2016). This is mainly due to the importance that companies give
to maximize the utilization of the resources, which is possible when the makespan of
a processing sequence is minimized (MACCARTHY; LIU, 1993). To achieve this goal,

algorithms are used to generate good solutions in an efficient way.

Recently, constructive heuristics have shown state-of-the-art performance for the
PFSP where the aim is to minimize the makespan (RAD; RUIZ; BOROOJERDIAN;, 2009;
RIBAS; COMPANYS; TORT-MARTORELL, 2010; FERNANDEZ-VIAGAS; FRAMI-
NAN, 2014; ROSSI; NAGANO; NETO, 2016; FERNANDEZ-VIAGAS; RUIZ; FRAM-
INAN, 2017). Some of these constructive heuristics were successfully modified for the
no-idle and setup time problems with great success (RUIZ; VALLADA,; FERNANDEZ-
MARTINEZ, 2009; VANCHIPURA; SRIDHARAN; BABU, 2014). Constructive methods
are often used as a solution method, as they provide good solutions in a simple and
efficient way. Furthermore, since metaheuristics require a procedure that generates initial
quality solutions quickly, constructive heuristics are usually used to initiate metaheuristics
(FERNANDEZ-VIAGAS; LEISTEN; FRAMINAN, 2016). Most of the constructive heuris-
tics are based on the NEH of Nawaz, Enscore e Ham (1983) and apply the acceleration
method from Taillard (1990) in order to efficiently evaluate the makespan and, conse-
quently, reduce the computational complexity. Due to the aforementioned reasons, this
work focuses on the proposal of a constructive heuristic for the mixed no-idle PFSP with
sequence dependent setup times. In order to increase the efficiency of our proposed method,
an acceleration procedure for calculating the makespan of a permutation sequence in the
insertion neighbourhood is provided in detail. Moreover, a straightforward and general
method to calculate the makespan for the problem is presented. As this problem has not
yet been studied in the literature, the main constructive heuristics of the no-idle PFSP
and PFSP with sequence dependent setup times were adapted aiming to provide a basis
for comparison for the proposed method. Two extensive benchmarks were generated with
the objective of comparing the implemented constructive methods using computational
and statistical experiments. The results show that the proposed method outperforms the

methods adapted from the literature.

This chapter is organised as follows. Section 3.1 presents an extensive literature
review of the no-idle PFSP and PFSP with sequence dependent setup times. Section 3.2
proposes the new constructive heuristic. In Section 3.3, the computational and statistical
experiments among the constructive heuristics are compared. Finally, Section 3.4 draws

the main conclusions of this study.
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3.1 Literature review

As the mixed no-idle PFSP with sequence dependent setup times has not yet been
studied in the literature, a review was carried out covering papers addressing the no-idle
PFSP with makespan (C,,,;) minimization and the PFSP with a sequence dependent

flowshop for the makespan criterion.

3.1.1 The no-idle PFSP

Vachajitpan (1982) was the first to study the no-idle PFSP with makespan min-
imization, also known as F,,|prmu,no — idle|C,q,. In his work, a mixed-integer linear
programming (MILP) model and a Branch-and-Bound (B&B) method were proposed.
Woollam (1986) was the first to develop heuristics for the problem. Baptiste e Hguny
(1997) proposed a B&B method. The authors also proved that the problem is NP-Hard.
Bagga (2003), Saadani, Guinet e Moalla (2003) and Kamburowski (2004) studied the three-
machine problem, F3|prmu, no — idle|C,,... Bagga (2003) presented an MILP model and
a B&B procedure for the problem. Saadani, Guinet e Moalla (2003) developed heuristics
and a lower bound based on the Johnson (1954) rule. Furthermore, Kamburowski (2004)
proposed a representation in the form of networks and presented some paradoxes by which

the reduction of processing times can increase the makespan and vice-versa.

Saadani, Guinet e Moalla (2005) proposed a heuristic based on the Traveling
Salesman Problem (TSP) for the F,,|prmu,no — idle|C,. problem. In another paper
Narain e Bagga (2005b) presented four variants of the F,|prmu,no — idle|Cy,q, problem

with dominant machines.

Kalezynski e Kamburowski (2005) proposed a heuristic based on the Johnson (1954)
rule. Later, the same authors, Kalczynski e Kamburowski (2007a) presented some relations

between the F,|prmu,no — idle|C,q, e Fp|prmu, no — wait|Ch,q, problems.

Baraz e Mosheiov (2008) developed a heuristic comprising two phases, which
outperformed the method proposed by Saadani, Guinet e Moalla (2005). In the first stage,
all unscheduled jobs are tested in the last position of a partial sequence, and the job
resulting in the lowest makespan is attached to the sequence. The first phase is completed
when all the n jobs are scheduled. In the second phase, a pairwise job interchange procedure
is performed, where all possible pairs of jobs are tested, and only those interchanges that

reduce the makespan value are performed.

Pan e Wang (2008b) presented a hybrid discrete particle swarm algorithm (HDPSO).
An acceleration mechanism (based on the method proposed by Taillard (1990) was also
demonstrated to calculate the makespan for the insertion neighbourhood. The proposed

algorithm was compared with the heuristics from Kalczynski e Kamburowski (2005),
Baraz e Mosheiov (2008) and Tasgetiren et al. (2007) in the Taillard benchmark Taillard
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(1993). The HDPSO method presented significantly better solutions in an acceptable

computational time.

Pan e Wang (2008a) developed a discrete differential evolution algorithm (DDE)
for the F,,|prmu,no — idle|Cy,q4. problem. The DDELS algorithm was compared to the
methods proposed by Kalczynski e Kamburowski (2005) and Baraz e Mosheiov (2008).

Ruiz, Vallada e Fernandez-Martinez (2009) carried out an extensive literature review
involving the no-idle PFSP. The authors also presented heuristics and an Iterated Greedy
(IG) algorithm based on the work of Ruiz e Stiitzle (2007). Among the proposed heuristics,
the authors highlighted the FRB3 heuristic adapted from Rad, Ruiz e Boroojerdian (2009),
as well as the GH-BM2. The GH-BM2 is a modification of the heuristic from Baraz
e Mosheiov (2008), where the first phase is substituted by an adaptation of the NEH
heuristic, and in the second phase, an insertion neighbourhood is performed instead of the
pairwise interchange procedure. The proposed heuristics were compared with the methods
by Kalczynski e Kamburowski (2005) and Baraz e Mosheiov (2008). The IG algorithm
significantly outperformed the DDE and HDPSO algorithms from Pan e Wang (2008a)
and Pan e Wang (2008b) and FRB5 from Rad, Ruiz e Boroojerdian (2009).

Goncharov e Sevastyanov (2009) presented an approximation algorithm with com-
plexity O(n?m?) ensuring a theoretical performance. The authors proved that given an
instance of the flowshop problem with no-idle constraints, m machines and n jobs, a

permutation schedule 7 can be constructed in O(n*m?) time with absolute guarantee that:

Cmax(”) - C';:]ax é Cmaaz(’]r) - B é ((m - 1)2 + 1)pmax
m—1
B=3 (li—lis1)" +ln
=1
l; = Zpi,j
7j=1

where Clq.(7) is the makespan of the permutation 7, C*  is the optimum makespan, B
is the lower bound on the optimum makespan, /; is the machine load, p; ; is the processing
time of the job J; on machine M;, py,q, denotes the maximum processing time considering

all jobs and machines (pyq, = max;; p; ;).

Deng e Gu (2012) developed the Hybrid Discrete Differential Evolution (HDDE)
algorithm and an acceleration method. Based on an extensive comparison, it was concluded
that the HDDE algorithm performs better than the IG method Rad, Ruiz e Boroojerdian
(2009), HDPSO Pan e Wang (2008b) and DDELS Pan e Wang (2008a).

Tasgetiren et al. (2013b) presented an IG algorithm variable, called vIG-DE. The
Iterated Greedy (IG) algorithms proposed by Ruiz e Stiitzle (2007) and Framinan e
Leisten (2008) were also reimplemented. The vIG-DE algorithm outperformed the DDE
and HDPSO metaheuristics from Pan e Wang (2008a) and Pan e Wang (2008b) and the
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HDDE from Deng e Gu (2012).

An Invasive Weed Optimisation algorithm (IWO) was proposed by Zhou, Chen e
Zhou (2014). The method outperformed the PSOvns metaheuristics from Tasgetiren et
al. (2007) and HDPSO from Pan e Wang (2008b), and the constructive methods from
Kalczynski e Kamburowski (2005) and Baraz e Mosheiov (2008).

Shao, Pi e Shao (2017) proposed a memetic algorithm with a hybrid node and
edge histogram (MANEH) and outperformed the algorithms from Pan ¢ Wang (2008b),
Pan e Wang (2008a), Ruiz, Vallada e Fernandez-Martinez (2009), Deng e Gu (2012) and
Tasgetiren et al. (2013b) in Ruiz, Vallada e Ferndandez-Martinez (2009) benchmark.

As stated early, another important variant of the no-idle problem recently studied
by Pan e Ruiz (2014) is the mixed no-idle flowshop problem with makespan criterion. The
authors presented an MILP model and an IG algorithm. The IG algorithm was compared
to the HDPSO algorithms from Pan e Wang (2008b), DDE from Pan e Wang (2008a),
HDDE from Deng e Gu (2012) and the HGA from Ruiz, Maroto e Alcaraz (2006). Based
on extensive statistical and computational comparisons, it was demonstrated that the

proposed 1G is statistically better than all the other compared methods.

Despite the significant number of papers addressing the no-idle PFSP problem, the
consideration of setup times has not yet been studied in the literature. Table 2 presents a
summary of the algorithms proposed for the mixed no-idle PFSP with makespan. In fact,
the existence of setup times is incompatible with a pure no-idle environment, since the
machines require uninterrupted processing from the moment program processing starts.
However, in a mixed no-idle environment Pan e Ruiz (2014), it is possible to have setup

times in the productive stages in which machine standstill is allowed.
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3.1.2 The PFSP with sequence dependent setup times

Corwin e Esogbue (1974) were one of the first to address the PFSP with sequence
dependent setup times. The authors proposed a dynamic programming formulation for the
two-machine problem (F|prmu, 3§’k|Cmaa)) where the setup times are sequence dependent
on the first machine and sequence-independent on the second machine. For the same
problem, Uskup e Smith (1975) developed a B&B algorithm. Considering the two-machine
problem, Gupta e Darrow (1986) presented approximate algorithms. The experimental
results concluded that the proposed algorithms presented good solutions when compared

to the optimal solution for the problems.

Various exact methods were proposed for the m machine problem, F,,|prmu,
5% 1|Cmaz- Srikar e Ghosh (1986) developed an MILP model. Stafford Jr e Tseng (1990)
improved the MILP from Srikar e Ghosh (1986) with three new MILP models. B&B and
Branch-and-Cut (B&C) algorithms were proposed by Rios-Mercado e Bard (1998a) and
Rios-Mercado e Bard (1999). Stafford Jr e Tseng (2002) developed two MILP models,
which are based on the work of Tseng e Stafford Jr (2001). Rios-Mercado e Bard (2003) also
formulated two MILP models. The first is related to the Asymmetric Traveling Salesman
Problem (ATSP). The second is derived from a model proposed by Srikar e Ghosh (1986).
The two models were compared using a branch-and-cut algorithm, which showed that the

approach related to the ATSP was outperformed in terms of the computational time.

Simons Jr (1992) were the first to propose heuristics for the flowshop sequence
dependent setup times. Two heuristics were presented, TOTAL and SETUP, for the F,|
prmau, s§7k|Cmaz. In the case of TOTAL, a distance matrix between pairs of jobs is obtained
considering the sum of the processing times of the jobs and the setup times in all the
machines, whereas in the SETUP only the setup times are considered. The heuristics
outperformed the MINCOT and MINIT methods adapted from (GUPTA, 1972).

Das, Gupta e Khumawala (1995) presented a savings index heuristic algorithm,
denoted as SI, to find a minimum or approximately minimum makespan of a sequence.
Using the same approach, Tseng, Gupta e Stafford Jr (2006) developed a penalty-based
heuristic algorithm to find an approximate minimum makespan schedule. The method was

compared to the work of Das, Gupta e Khumawala (1995) and showed better results.

Rios-Mercado e Bard (1998b) proposed a greedy randomized adaptive search proce-
dure (GRASP) based on insertion movements and an adaptation of the NEH constructive
heuristic of Nawaz, Enscore e Ham (1983), called NEHT-RB, for the Fy,[prmu, s} .|Cpaq-
The NEHT-RB also used the Taillard (1990) makespan acceleration in the construction
phase of the NEH heuristic. The NEHT-RB and GRASP methods presented better results
than the SETUP Simons Jr (1992), although the GRASP is considerably slower than both
methods. Later on, Rios-Mercado et al. (1999) proposed an improvement of the GRASP
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denoted as HYBRID.

Ruiz, Maroto e Alcaraz (2005) proposed two Genetic Algorithms (GA), and showed
that the obtained results outperform the methods from the literature NEHT-RB of Rios-
Mercado e Bard (1998b), GRASP of Rios-Mercado et al. (1999), SETUP and TOTAL of
(Simons Jr, 1992) and SI of Das, Gupta ¢ Khumawala (1995). The methods were compared

in an extensive benchmark based on the instances of Taillard (1993).

Gajpal, Rajendran e Ziegler (2006) developed an Ant Colony algorithm, which
obtained better results, as compared to those solutions given by the ant colony algorithm
of Stiitzle (1997), called the MMAS (Max-Min Ant System), and the GRASP heuristic
from Rios-Mercado e Bard (1998b).

Ruiz e Stiitzle (2008) presented two Iterated Greedy algorithms (IG) for the
Fo|prmu, s§7k|C’maz. The methods performed better than those of Ruiz, Maroto e Alcaraz
(2005) in the benchmark proposed by Ruiz, Maroto e Alcaraz (2005).

Vanchipura e Sridharan (2013) proposed a constructive heuristic, denoted as FJSRA
(Fictitious Job Setup Ranking Algorithm), for the Fy,|prmu, s} ;|Cpae. The heuristic is
based on the formation of fictional jobs and the construction of the final sequence using
these fictitious jobs applying the NEHT-RB construction procedure. Initially the heuristic
calculates for each pair of jobs j and k the sum of the setup times between the jobs
(sstjx = i~ s%;). Then, the pairs of jobs are ordered in non-descending order of sst; .
The n/2 pairs of jobs that have the smallest value of sst;; are considered as fictitious
jobs. For each fictitious job the total processing time is calculated. Then, the heuristic
uses the NEHT-RB heuristic to construct the final sequence, inserting at each iteration
the fictitious jobs is in all the possible positions of the partial sequence and choosing the
position that minimizes the makespan. The procedure continues until n/2 fictitious jobs

have been sequenced.

In Vanchipura, Sridharan e Babu (2014), a neighbourhood search known as variable
neighbourhood descent (VND) was used to improve the FJSRA constructive heuristic.
The new method was called FJSRA-VND. The VND method uses insertion movements to
improve the solutions obtained from the FJSRA.

More recently, several metaheuristics were proposed for the F, |prmu, s;k] Crnaz-
Mirabi (2011) proposes an Ant Colony Optimization (ACO) algorithm and showed better
results than the algorithm from Ruiz, Maroto e Alcaraz (2005). Mirabi (2014) developed a
Hybrid Genetic Algorithm (HGA) and compared it to the fuzzy algorithm adapted from
Sheibani (2010), which was originally proposed for the F,,|prmu|Ci,q.. Wang et al. (2014)
presented Tterated Local Search (ILS) algorithms for the £, [prmu, s} ;| Crnaz, which resulted
in better solutions when compared to the method from Ruiz e Stiitzle (2008). Benkalai

et al. (2017) proposed an enhanced migrating birds optimization (EMBO) metaheuristic
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and the results were compared to their MBO from their previous work (BENKALAT et
al., 2016). Sioud e Gagné (2018) also presented a migrating birds optimization (MBO)
metaheuristic and compared the results with the FJSRA-VND method proposed by
Vanchipura, Sridharan e Babu (2014), HGA by Mirabi (2014) and the adapted algorithms
from Pan e Ruiz (2012), which was originally proposed for the F,,|prmu|y_ C;. The works
from Sioud e Gagné (2018) and Benkalai et al. (2017) still need to be compared.

As shown in the literature review, at the moment the no-idle and mixed no-idle
conditions have not yet been considered for the sequence dependent flowshop problem in
the literature. Although several metaheuristics were proposed for the problem, only a few
constructive heuristics were presented. The main constructive methods are the NEHT-RB,
FJSRA and FJSRA-VND. Moreover, the FJSRA and FJSRA-VND heuristics perform
better than the NEHT-RB heuristic. Table 3 shows a summary of algorithms proposed for
the problem.
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3.2 A new constructive heuristic

Constructive heuristics are broadly used in scheduling problems to efficiently obtain
good quality solutions (LIU; REEVES, 2001; NAGANO; MOCCELLIN, 2002; FRAMINAN;
LEISTEN; RUIZ-USANO, 2002; FRAMINAN; LEISTEN, 2003; DONG; HUANG; CHEN,
2008; RAD; RUIZ; BOROOJERDIAN, 2009; KALCZYNSKI; KAMBUROWSKI, 2009;
LAHA; SARIN, 2009; RIBAS; COMPANYS; TORT-MARTORELL, 2010; PAN; RUIZ,
2013; FERNANDEZ-VIAGAS; FRAMINAN, 2014; FERNANDEZ-VIAGAS; FRAMINAN,
2015; BENAVIDES; RITT, 2016; FERNANDEZ-VIAGAS; LEISTEN; FRAMINAN, 2016;
RIBAS; COMPANYS; TORT-MARTORELL, 2017; LIU; JIN; PRICE, 2017; HUANG et
al., 2017).

The constructive heuristic proposed in this work was called RN. The heuristic
inserts d jobs using a greedy heuristic, and then the rest of the n — d are inserted into the

sequence using an NEH heuristic variant.

3.2.1 Greedy heuristic

Recently, greedy heuristics have been extensively used in the literature (LIU;
REEVES, 2001; PAN; WANG, 2012; PAN; RUIZ, 2013; FERNANDEZ-VIAGAS; FRAMI-
NAN, 2015; ROSSI; NAGANO; SAGAWA, 2017; PESSOA; ANDRADE, 2017; NAGANO;
ROSSI; TOMAZELLA, 2017; NAGANO; ROSSI; MARTARELLI, 2018). This type of
heuristic appends the jobs iteratively to the last position of the sequence according to an
index based on the properties of the problem. At each iteration, the job that obtained the
lowest or highest index value is chosen to be inserted in the last position of the sequence.

This procedure is repeated until n jobs have been sequenced.

As the object of study of this work is the mixed no-idle flowshop problem with
sequence dependent setup, the index used in our proposal takes into account: (a) idle time
between the jobs, which in this case is allowed in regular machines, (b) the setup times
between jobs in regular machines. Thus, the index was developed in order to consider

these two properties of the problem.

Suppose a partial sequence with k jobs 7 = {my,..., m}. J; is the candidate job to
be tested in position k£ + 1 in the sequence 7 and U is the set of unscheduled jobs (U ¢ 7).
The index of the candidate job J; in a sequence with k jobs is denoted by dj ;. The index

has two components in its formulation.

The first component I ; evaluates the impact on idle times of the insertion of
job J; in the last position of sequence 7, i.e. w41 = J;, resulting in the partial sequence
7' = {m,...,m, Tkr1}. In order to improve the speed of the method and also make it
possible to be used in environments where all machines are no-idle, the index considers

that the idle times between jobs m; and 7., are allowed in all machines. However,
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Figure 6: Earliest completion time for the candidate job ;1] in machine M.

among the jobs already sequenced (7, my, ..., 7)) the normal condition of the problem
is considered where there is a mix between regular and no-idle machines. Therefore, the
earliest completion times in machine M; (i = {1,...,m}) for job 741, called F; (Figure 6),
can be calculated using Expressions (3.1) and (3.2). In order to simplify the expressions,
consider s;k =0Vj,k € J,j+#k in the no-idle machines (M; € M").

Ol Jk P11 3[ k), [k+1] (3.1)
F; = max (C@[k] + S[k]7[k+1], E—l) + Dkt Vi= {2,...,m} (3.2)

Completion time Cj can be calculated using the method described in Section
2.3.2. Based on the calculated earliest completion times, Fj, it is possible to obtain the

value of [, ; using Expression (3.3) can be obtained.

=Y max (F = pipsy) — Cipry — Sy 0) Vi€ U (3.3)
The second component is denoted by SSDy, ; and is the sum of the setup times

between jobs 7 and 71 in machines m, Expression (3.4).

i=1

To select the jobs to be inserted in the first position of the sequence (k = 1), index
Jr,; takes into account only the earliest start time of the candidate jobs in the machines,
Si.ik- Finally, the index value 6y ; can be calculated by Expression (3.5).
Do Sik] VieU ifk=1

Gy =14 = (3.5)
Li;+8SDy; VieU ifk#1
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Figure 8: Idles times and starting times for the jobs in a permutation flowshop with no-idle
machines.

At each iteration, the candidate job chosen to be appended is the one that presents
the lowest index value d, ;. Thus, index d, ; favours the job that results in the lowest values
of It ; and SSDy ;. The principle behind this method is that if the idle time is minimised
between jobs 7, and 71, the makespan will also be reduced due to better utilisation of

the machines.

For example, in Figure 7 we have a small example with three machines and five jobs,
where all machines allow idle and only Mj5 have setup times between the jobs. Considering
I} ; as the idle time between jobs .J; and Ji in the machine M; i = {1,...,m}, the

makespan can be obtained as follows:
Cma:p = Zp&j + Z I]?),jJrl (36)
j=1 =0

If we consider machines M; and M, as no-idle, we have the situation demonstrated
in Figure 8. Note that the idle times in machine M5 results in the delay for the starting

time of machines My and Mj3. This time, the makespan can be calculated as follows:

Craz = Zp&j + Z If,jﬂ (3.7)
J=1 j=0

Y L= I +pea (3.8)

3=0 j=0

From the expressions above, we can see that minimizing the idle times between the

jobs, the makespan of the sequence can be improved.
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For the same reason, it is also interesting that the setup times between jobs 7 and
Tr+1 in the machines are minimised. Our index is partially based on the Shortest Setup
Time (SST) first rule, which is often used when setup times are involved. This rule implies
that whenever a job is completed, the job with the smallest setup time is selected to go
next. This SST rule is equivalent to the Nearest Neighbour rule for the Travelling Salesman
Problem (TSP). The SST rule is known to lead to reasonable schedules (PINEDO, 2016).
After inserting d jobs using the greedy method, the heuristic RN uses an NEH heuristic

variant to construct the rest of the sequence.

3.2.2 NEH heuristic variant

The NEH heuristic from Nawaz, Enscore e Ham (1983) was originally proposed
for the PFSP with the makespan criterion. The heuristic has two phases. In the first
phase, the NEH orders the jobs in non-ascending order of the sum of their processing
times, also known as the LPT (Longest Processing Time) rule. In the second phase, a
sequence is constructed by evaluating partial sequences using the jobs from the initial
order provided by the first phase. Suppose a sequence already determined for the £ — 1
first jobs, k partial sequences are obtained by inserting job k into the k possible positions
of the current sequence. From these k generated partial sequences, the one with the lowest
makespan is maintained as the current sequence for the k first jobs of the first phase
ordering. Afterwards, the job in position k + 1 in the first phase is considered analogously,

and so on until the n jobs have been sequenced.

The NEH variant used in the RN heuristic has two main modifications. The first
is to replace the LPT rule by the prioritisation of the jobs that have a greater standard
deviation (ST'D) of the processing times in the machines. As demonstrated in Dong, Huang
e Chen (2008), for problems with makespan criterion, better solutions can be obtained

when this initial ordering is used instead of the LPT.

The second important modification is to carry out a small local search using the
insertion neighbourhood in the partial sequence generated at the end of each NEH insertion
procedure. Therefore, after a job from the initial order is inserted into the sequence by
the NEH insertion, reinsertion movements of jobs in the partial sequence are performed.
In this movement, an adjacent job pair is removed, 7y and 7y (K = {1,...,n — 1}),
from the current sequence, and then this pair is reinserted into the partial sequence. The
first job of the pair 7 is evaluated in all positions, choosing the position that provides
the least )., and afterwards the second job 7.1 is considered analogously. This type
of neighbourhood search when performed within the NEH heuristic iterations allows a

better optimisation of the partial sequences, which results in better final solutions (LAHA;
SARIN, 2009; RAD; RUIZ; BOROOJERDIAN, 2009; ROSSI; NAGANO; NETO, 2016).

However, if we are to consider all pairs of adjacent jobs possible for reinsertion,
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the method becomes computationally costly. Considering the acceleration mechanism
proposed in Section 2.3.3, the computational complexity of the NEH heuristic is O (n*m).
In the worst case scenario, we will have n — 1 pairs of possible adjacent jobs. Therefore,
performing the reinsertion procedure for each of the pairs after each NEH iteration results
in a computational complexity of O (n*m), one more order of complexity. To solve this
problem, we limit the number of jobs to be inserted at each iteration. In order to do this,
we resorted to the proposal of the FRB4, heuristic from Rad, Ruiz e Boroojerdian (2009)
to insert only the = jobs that are positioned around the job just inserted by the NEH. This
intelligent limitation makes the reinsertion mechanism more efficient while maintaining
partial sequence optimisation. For this reason, our proposed method can be denoted as

RN,, where x limits the number of jobs selected for reinsertion.

To the best of our knowledge, this is the first time that a limited local search based
on reinserting pairs of jobs has been proposed as an extension of the NEH heuristic. The
FRB3 and FRB4, (RAD; RUIZ; BOROOJERDIAN, 2009) applied a local search based
on insertion movements where only one job is removed from the sequence and tested in
all positions. As mentioned before, FRB4, limits the number of reinserted jobs, while
FRBS3 reinserts all jobs from the partial sequence. More recently, the heuristic from Rossi,
Nagano e Neto (2016) used a local search based on reinserting pairs of jobs. However, in
this heuristic all adjacent pairs of jobs are reinserted in the sequence, which results in a
costly computational procedure. To counter this inefficiency, the RN, heuristic limits the
number of pairs of jobs selected for reinsertion, while keeping the optimization of partial

sequences generated by the NEH.

3.2.3 The RN, heuristic

Combining the greedy method with the NEH heuristic variant, we have the proposed
heuristic called RNy. Algorithm 2 presents the pseudocode of the RN, heuristic. Note that
the RN, has two parameters. The first, called d, controls how many jobs will be inserted
using the greedy heuristic (Section 3.2.1). The second, denoted by x, controls how many

jobs will be reinserted after each iteration of the NEH heuristic variant (Section 3.2.2).

Algorithm 1 shows that initially d jobs are inserted from the unscheduled set of jobs
U=A{Ji,...,Jn}, choosing the jobs based on the lowest value of the index Jj ; (Section
3.2.1). When the chosen job is inserted in the last position of the sequence 7, the same job
is removed from the set U (U = U — J;). After d jobs have been scheduled, the heuristic
inserts the n — d remaining jobs with the NEH variant. Firstly, the jobs from U are ordered
by the non-ascending order of the standard deviation of the processing times (ST'D;),
generating a list of jobs a = {ay, ..., a,_q}. The first job from list a (o) is tested in all
positions of 7 and is inserted in the best position, denoted as b. The jobs in the x positions

around b are selected to be reinserted using a local search based on the reinsertion of pairs
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Algorithm 1 RN, heuristic
=10
U=A{J1,...,Jn}
for k=1toddo
Select the job J; € U with the lowest 0y ; (Equation 3.5)
Place it at the end of 7.
U=U—-J;
end for
Order the jobs in U according to the non-ascending order of ST'D;, generating a =
{al, ce ,an_d}.
for|=1ton—ddo
Insert job «; in 7 in the position b that results in the lowest C,, 4.
for k = max (1,0 — x) to min ({,b+ x), step k = k+ 2 do
=
Remove the jobs 7, and 7, from 7.
Insert the job 7, in the position of that results in the lowest Cyyqz-
Insert the job m ; in the position of that results in the lowest Ci;q,-
if Crae (1) < Chige (1) then
™=
end if
end for
end for

of jobs. For example, when the pair of jobs m; and 741 (x —b < k < z + b) is chosen for
reinsertion, both are removed from the sequence, then the first job 7 is reinserted in the
best position, and the next job of the pair 741 is also reinserted. The same procedure is
applied for the next pair 7.5 and 7,43, and so on until all pairs around the position b
are reinserted. The next job from the list o (a) is considered analogously. The algorithm

continues until the sequence is completed with n scheduled jobs.

3.3 Computational and statistical experiments
3.3.1 Instances generation

For a more careful analysis of our method, we generated four different computational
experiments: the parameter tuning for the RN,, the computational evaluation with a
benchmark adapted from Pan e Ruiz (2014), the comparison of the same heuristics in
a set of problems from the setup times literature from Ruiz, Maroto e Alcaraz (2005),
and finally the evaluation of the MILP model. For each computational experiment we
generated a different benchmark. The instances and results used in our computational

experiments are available as supplementary material.
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3.3.1.1 Benchmark for the parameter tuning for the RN,

In order to avoid an overfitting of parameter d of our proposed RN, heuristic we
calibrated it in a different set of problems to those used for comparisons with the heuristics
from the literature. The benchmark is generated with combinations between a number of
jobs n = {60, 120,240,360} and a number of machines m = {20, 40}, totalling 4 x 2 = 8
possible combinations. Five replications were generated for each combination, resulting in
8 X 5 = 40 problems per combination. We considered the mixed-idle scenarios used in a
benchmark proposed by Pan e Ruiz (2014), except for the scenario where all machines are

no-idle and no setup time is allowed:

Group 1: The first 50% of the machines are no-idle, the rest are regular machines.
o Group 2: The first 50% of the machines are regular, the rest are no-idle machines.
o Group 3: The machines alternate between regular and no-idle.

o Group 4: 25% of the machines are randomly no-idle.

o Group 5: 50% of the machines are randomly no-idle.

o Group 6: 75% of the machines are randomly no-idle.

The processing times were generated randomly with a uniform distribution [1,99].
As we are addressing the mixed no-idle PFSP with dependent-sequence setup times,
we consider the setup times in the machines that allow idleness. The setup times were

generated with three different distributions:

o SSD-40: the distribution of setup times is limited to 40% of the limit for the
processing time interval. That is, the setup times were generated according to a

uniform distribution in the interval [1, 39].

o SSD-80: the distribution of setup times is limited to 80% of the limit for the
processing time interval. That is, the setup times were generated according to a

uniform distribution in the interval [1, 79].

o SSD-120: the distribution of setup times is limited to 120% of the limit for the
processing time interval. That is, the setup times were generated according to a

uniform distribution in the interval [1, 119].

For each of the three setup time distribution, the different mixed no-idle scenarios
from Pan e Ruiz (2014) were considered. With 40 problem instances per combination,
the benchmark results in a total of 40 x 3 x 6 = 720 instances plus 40 problems for the

parameter tuning benchmark.



67

3.3.1.2  Benchmark adapted from Pan e Ruiz (2014)

As stated before, Pan e Ruiz (2014) proposed a benchmark for the mixed no-
idle PFSP. In more detail, seven groups of instances were generated with different
mixed no-idle scenarios, varying the number of no-idle machines in the environment.
Each one of the groups contains problems with combinations between a number of
jobs n = {50, 100, 150, 200, 250, 300, 350,400, 450,500} and a number of machines m =
{10, 20, 30,40, 50}, totalling 10 x 5 = 50 possible combinations. Five replications were
generated for each combination, resulting in a total of 50 x 5 = 250 problems per group.
As there are seven groups, in total the set has 7 x 250 = 1750 problems. Pan e Ruiz (2014)
used a uniform distribution [1,99] to generate the processing times. The benchmark can

be found at http://soa.iti.es/problem-instances.

In this work, we address the mixed no-idle flowshop problem with the additional
condition of sequence dependent setup times on regular machines. Therefore, the benchmark
problems proposed by Pan e Ruiz (2014) were extended to our problem. We considered
the same scenarios considered in Pan e Ruiz (2014), with exception of the scenario where
all machines are no-idle and no setup time is allowed. The pure no-idle scenario was not
considered as FJSRA and FJSRA-VND need setup times to generate the fictitious jobs
using the setup ranking algorithm (SRA). Thus, a total of six scenarios were used, the
same described in the previous section (Group 1-6). We used the same processing times
generated by Pan e Ruiz (2014) and added sequence dependent setup times to regular

machines with three different distributions:

e SSD-50: setup times with uniform distribution in the interval [1, 49] (limited to 50%

of the limit for the processing time interval).

e SSD-100: setup times with uniform distribution in the interval [1, 99] (limited to
100% of the limit for the processing time interval).

« SSD-125: setup times with uniform distribution in the interval [1, 124] (limited to
125% of the limit for the processing time interval).

Therefore, the new benchmark adapted from Pan e Ruiz (2014) for the mixed
no-idle PFSP consists of three sequence dependent setup times of distribution intervals
(SSD-50, SSD-100, SSD125) and six mixed no-idle scenarios. Thus, the total number
of tests for the benchmark is 6 x 3 x 250 = 4500 instances. In order to evaluate the
performance of heuristics without the setup times, we also compared the heuristics in the
original benchmark from Pan e Ruiz (2014), which does not consider the dependent setup

times in the machines. In this case, only the mixed no-idle condition was considered.
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3.3.1.3 Benchmark adapted from Ruiz, Maroto e Alcaraz (2005)

As our also problem deals with setup times, to generate a more comprehensive
comparison we also compared the heuristics in a benchmark the literature on sequence
dependent setup times literature. For this purpose, we used the set of problems proposed
by Ruiz, Maroto e Alcaraz (2005), which was also used in Ruiz e Stiitzle (2008), and is
publicly available at http://soa.iti.es/problem-instances. The tests contain four different
sequence dependent setup time ratios (SSD-10, SSD-50, SSD-100 and SSD-125). For
example, the instance set SSD-10 consists of 120 instances where the processing times
are those of Taillard (1993) benchmark and where the sequence dependent setup times
are 10% of the processing times. In the instance set SSD-50, the setup times are 50%
of the processing times and the instance sets SSD-100 and SSD-125 have setup times
that are 100% and 125% of the processing times respectively. Therefore, the setup times
are uniformly distributed in the range [1, 9], [1, 49], [1, 99] and [1, 124] for the instance
sets SSD-10, SSD-50, SSD-100 and SSD-125, respectively. This results in four problem
sets and a total of 120 x 4 = 480 different instances. As we are addressing the mixed
no-idle flowshop problem, we considered the same six mixed described in the previous
section for each one of the four groups. The total number of problems in the benchmark is
6 x 480 = 2880.

Again, to evaluate the performance of heuristics without the no-idle machines,
we also compared the heuristics in the original benchmark from Ruiz, Maroto e Alcaraz
(2005), which does not consider no-idle machines. In this benchmark, all machines allow

idle and dependent setup times are considered in all machines.

3.3.1.4 Benchmark for the MILP model evaluation

For the MILP formulated in Section 2.3.1 we set a maximum elapsed CPU time limit
of three hours to optimally solve the problems. With this time termination criterion, the
MILP can optimally solve problems with up to 20 jobs and 5 machines. Thus, for the MILP
evaluation we considered the following combination between number of jobs and machines
{n,m} = {10,5}, {10,10}, {15,5},{15,10}, {20, 5}. Five replications were generated for
each combination with processing times generated using the uniform distribution [1, 99] .
The same six mixed no-idle groups used in the previous benchmarks were used. For the
setup time generation we used the distributions SSD-50, SSD-100 and SSD-125. With

these settings, 5 X 5 X 3 x 7 = 525 instances were created.

3.3.2 Compared Heuristics

As mentioned previously, the F|prmu, mized no — idle, s§’k|me problem has not
yet been studied in the literature. For this reason, there are no proposed heuristics or

metaheuristics for the problem. In order to create a basis for comparison for our RN,
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heuristic (Section 3.2), we adapted constructive heuristics from F,|prmu,no — idle|Ci,qy

and F,,|prmu, s§7k|0max.

According to the review carried out in Section 3.1, many heuristics have already
been proposed for the F,|prmu,no — idle|Cpq. and F,,|prmu, s§7k|0max problems. We
selected the main methods to be adapted and compared in the problem addressed in
this work. The adapted heuristics were modified only in the makespan evaluation of the
sequences considering that the mixed no-idle flowshop with the sequence dependent setup
times is considered. Thus, the structure of the constructive heuristics remain unchanged,
where the makespan evaluation the only modification made. To evaluate the makespan
of a sequence, we used the formulas presented in Section 2.3.2. We also implemented
the acceleration method described in Section 2.3.3 to calculate the makespan in the
insertion neighbourhood when presented, which allowed a large increase in the heuristics’
speed. It is important to notice that the constructive phase of the FJSRA heuristic uses
an insertion neighbourhood based on inserting of fictitious jobs, which is incompatible
with the acceleration procedure. Therefore, it was not possible to apply the acceleration
method to the constructive phase of FSJRA and FSJRA-VND. The heuristics selected for

comparison are as follows:

o NEH: well-known heuristic from Nawaz, Enscore e Ham (1983).
« GH-BM: heuristic from Baraz e Mosheiov (2008).

o GH-BM2: modification of the GH-BM heuristic by Ruiz, Vallada e Fernandez-
Martinez (2009).

o FRB4,: heuristic proposed by Rad, Ruiz e Boroojerdian (2009). It was adapted to
the mixed no-idle PFSP by Pan e Ruiz (2014). As explained in Section 3.2, = jobs are
reinserted around the newly inserted job by the NEH heuristic. In our comparison,
we used the values of = = {10, 30, 50, 70}.

« FRB3: heuristic proposed by Rad, Ruiz e Boroojerdian (2009). In this method, all jobs
are reinserted after each NEH iteration. It was implemented for the F,,|prmu,no —
idle|Cpar problem in Ruiz, Vallada e Fernandez-Martinez (2009).

o FJSRA: heuristic proposed by Vanchipura e Sridharan (2013) for the F,,, |prmu, 3; | Crmaz

problem.

o FJSRA-VND: heuristic proposed by Vanchipura, Sridharan e Babu (2014) for the

Fon| prmu, 8% 4 |Crnaz problem.

« RN,: proposed heuristic in this work (Section 3.2). It is a result of the combi-

nation between an greedy method and a NEH variant, which comprises job pair
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reinsertion movements. The parameter z limits the number of pairs of jobs se-
lected for reinsertions in the NEH variant. In our comparison we used the values of

z = {10,30, 50, 70}.

3.3.3 Performance measures

The performance measure used was the Relative Percentage Deviation (RPD)

calculated according to Expression (3.9):

(3.9)

RPD(Conaz (14) ) = 100 (Conaz (78) = Cohg) / Cna

The value of Cy,q (75,) is the makespan provided by the sequence 7, generated

by heuristic h. C}, ... is the best solution found among all the compared heuristics. The
Average Relative Percentage Deviation is denoted as ARPD. It can be observed that the
lower the RPD value, the better the heuristic performance, since the closer its solutions

will be to the best result found among all the methods compared.

The Average CPU Time (ACT) in seconds and the Average Relative Percentage
computational Time (ARPT) were used to evaluate the computational efficiency of the

heuristics.

Fernandez-Viagas e Framinan (2015) detected that the ACT presents several
problems when used to evaluate heuristics with different stopping criteria and proposed
the ARPT indicator. We use the improved ARPT version of Fernandez-Viagas, Ruiz e
Framinan (2017) and Fernandez-Viagas e Framinan (2017):

H
T,
ACTt:Zh}lth Vt={1,...,T} (3.10)
Ty, — ACT;
RPTy, =2 _"""'41 wvt={1,....,T}, VYh={1,...,H 3.11
th ACE + {7 ) }7 {7 ) } ( )
I RPT,
ARPTh:W Vh={1,... H} (3.12)

where T}, is the CPU time of heuristic h in the instance t, ACT; is the Average CPU time
considering all the heuristics in the instance ¢, H is the number of heuristics considered in

the evaluation, T is the number of instances in the test bed.

All the compared heuristics were implemented in C ++, compiled with Intel C
++ 16.0, and run on an Intel Xeon E5-2680 processor running at 2.7 GHz with 16 GB of
RAM. To solve the MILP model, we used the IBM CPLEX Optimization Studio (version
12.8) with Python Application Programming Interface (API).
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3.3.4 Parameter settings of RN,

As described in Section 3.2, the proposed heuristic RN, has two parameters.
The first parameter, called d, defines the extent to which the solution is constructed by
the greedy heuristic (Section 3.2.1). The second parameter, called z, limits the number
of jobs to be reinserted in sequence after each insertion of the NEH heuristic variant
(Section 3.2.2). This parameter tuning aims to determine which value of d results in
better solutions considering the set of values of parameter z. For the first parameter,
the values of d = {0.1n,0.2n,0.3n, 0.4n,0.5n,0.6n,0.7n,0.8n,0.9n} were tested, i.e. when
d = 0.1n, 10% of the sequence is constructed using the greedy method, and the remaining
90% is constructed by the NEH heuristic variant. For the second parameter, the values
of x = {10,30,50,70} were used. A factorial experiment was carried out between the
parameters, generating 9 x 4 = 36 different combinations. The set of test problems defined
in Section 3.3.1 was used. The ARPDs resulting from the set of problems grouped by
number of jobs are presented in Table 4. The results show that the best performance,
considering all the problems and all values of x, is obtained from parameter d = 0.4n with
an ARPD of 1.50. Therefore, the parameter values d = 0.4n and z = {10, 30,50, 70} were

used in the comparisons made in this section.

3.3.5 Comparison between heuristics in the benchmark adapted from Pan e Ruiz (2014)

The results obtained from the evaluated heuristics are summarized in 5 and were
grouped by sub-sets of problems with the same number of jobs in Tables 6, 8, 9 and 10.
Each one of the tables presents the result of a group of problems related to a setup time
distribution, SSD50, SSD100 and SSD125. Tables 6 and 7 present the ARPDs considering
all the setup time distributions, grouped by the number of jobs and number of machines,
respectively. The mean computational time in seconds of each heuristic considering all

distributions is shown in Tables 11 and 12.
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Table 4: ARPD values for the parameter tuning of RN, heuristic. The best results are
highlighted in bold.

Parameter d values

0.1n 02n 03n 04n 0.5n 06n 0.7n 0.8n 0.9n

Heuristic n

RNyg 60 244 239 254 241 249 271 279 339 4.70
120 258 2.66 259 2,58 262 262 285 333 432
240 2.73 261 255 248 245 242 249 281 361
360 273 257 245 242 228 226 2.25 252 3.08
Average 2.62 256 253 247 2.46 250 260 3.01 3.93
RN3g 60 1.56 160 159 1.43 1.75 170 181 220 3.02
120 1.68 1.51 165 154 1.61 1.67 187 207 3.04
240 1.54 151 143 1.37 146 140 154 1.74 248
360 1.60 155 142 140 134 1.31 138 159 2.17
Average 1.59 154 152 1.44 154 152 165 190 2.68
RNj5o 60 145 1.28 131 133 150 1.30 155 1.88 2.40
120 1.21 124 130 1.20 1.29 137 150 1.84 247
240 1.12 1.07 1.02 0.99 100 101 1.12 1.39 2.07
360 1.15 1.05 1.03 095 090 0.88 1.02 1.18 1.70
Average 1.23 1.16 1.17 1.12 1.17 1.14 130 1.57 2.16
RN7o 60 141 1.29 132 135 144 129 153 1.82 249
120 1.05 1.03 0.97 097 1.08 1.03 132 146 2.26
240 092 086 0.78 0.75 080 0.76 1.01 1.17 1.74
360 090 084 077 075 0.64 069 0.73 098 147

Average 1.07 1.00 096 096 099 0.94 1.15 136 1.99
Average 1.63 156 154 1.50 154 153 167 196 2.69




Table 5: Summary of the results in the benchmark adapted from Pan e Ruiz (2014).

Heuristic ARPD Average ARPT
SSD50  SSD100 SSD125  Average CPU Time
RN~ 0.42 0.37 0.35 0.38 11.37 1.29
RNs5o 0.64 0.60 0.57 0.61 8.52 1.04
RNj3 1.00 0.96 0.94 0.96 5.38 0.72
FRB3 0.75 1.15 1.36 1.09 39.24 3.04
FRB47 1.45 2.05 2.33 1.94 11.69 1.35
RNy 1.97 1.93 1.93 1.95 1.92 0.29
FRB45 1.63 2.26 2.52 2.14 8.74 1.09
FJSRA-VND 247 2.16 2.19 2.27 18.78 1.55
FRB43 2.04 2.70 2.99 2.57 5.72 0.76
FJSRA 4.11 3.39 3.37 3.62 17.07 1.41
FRB44 3.09 3.97 4.27 3.78 2.00 0.30
GH-BM2 4.60 5.46 5.77 5.28 0.49 0.08
NEH 6.15 6.98 7.28 6.80 0.16 0.03

GH-BM 11.15  11.38 10.88 11.14 11.21 1.05
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Among the heuristics in the literature, the one that presented the best results
was the FRB3 that surpassed the NEH, GH-BM, GH-BM2 and FRB4, methods by a
significant difference. Note that the FRB3 obtained an ARPD of 0.75 compared to 6.15 of
the NEH heuristic in the SSD50 distribution (Table 8). However, FRB3 is considerably
more computational complex than the rest of the heuristic methods, with an average
computation time of approximately 39 seconds, compared to 0.16 seconds of the NEH
heuristic and around 2 seconds of our proposed RNy heuristic (Tables 11 and 12). Moreover,
it can be observed that FRB3 has the highest ARPT with 3.04 compared to 0.16 from
NEH. Among the heuristics in the literature of less complexity which obtained the best
results was FRB47q, with an ARPD of 1.94 and an average CPU time of around 12 seconds
considering all the setup time distributions. Moreover, the results grouped by the number
of machines provided in Tables 7 and 12 show a strong influence of the number of machines
in the ARPD and average CPU time values. The general trend is that better results
are obtained as the number of machines increase (FRB3 obtains an ARPD of 1.79 when
m = 10 and 0.71 for m = 50). The only exception is the RN heuristics where the ARPD

remains stable as the number of machines increases.

Considering all the heuristics, the proposed RN7o method obtained the best results
considering all distributions, with an ARPD of 0.38, an average CPU time of about 11
seconds and an ARPT of 1.29, compared to an ARPD of 1.09, an average CPU time
of approximately 39 seconds and an ARPT of 3.04 of the FRB3 heuristic. That is, the
RNy heuristic is clearly better as it produces better solutions in less computational
time. The highest average CPU time by the FRB3 was already expected as the FRB3
method reinserts all the jobs of the sequence at each iteration, resulting in a complex
neighbourhood search procedure. Therefore, the strategy used in the FRB4, and RN, to
limit the number of jobs to be reinserted by means of the parameter x has demonstrated
an efficient way to improve the quality of the final solution without the method becoming
very computationally intensive. The results also show that the quality of the solution
is improved in the FRB4, and RN, heuristics as the value of = increases. However, the
average computational time and ARPT values are also increased as more reinsertions
are performed. The heuristics from the setup times literature, FJSRA and FJSRA-VND,
present good APRD results, especially when the distribution intervals increase (SSD100
and SSD125), however the average CPU times and ARPT values are worse when compared
to the RN, heuristic (x = {10, 30, 50, 70}). These results are due to the SRA (setup ranking
algorithm), which is used to create the fictitious job for the FJSRA and FJSRA-VND, and
is being computationally intensive. To make matters worse, the acceleration procedure
from Section 2.3.3 cannot be applied to the construction phase of both heuristics. Figure
9 shows the ARPD values and ARPT of the heuristics. The dominant heuristics are

highlighted in green, while the remaining are in red.

Although Tables 6, 7, 11 and 12 show that the proposed method is clearly better
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Figure 9: ARPD and ARPT values for compared heuristics. The Pareto dominating
heuristic is depicted in green.

than the best heuristics in the literature, a statistical analysis should be performed to
prove that the differences in the ARPD values are in fact statistically significant. Figure
10 presents the measurements with 95% confidence intervals in the different setup time
distributions. It can be stated that heuristics have statistically different averages. The best
heuristics in the literature (FRB4, and FRB3) obtain consistently worse results as the
intervals of distributions increase. In contrast, the RN, heuristic has a stable performance,
with slightly better results in the SSD100 and SSD125 distributions. This shows that the
proposed heuristic is favoured when setup times are longer. Table 13 presents the Tukey
test, grouped by number of jobs, that shows that the main compared heuristics have
statistically different means. Therefore, the presented results and the statistical analyses
carried out show that the proposed RN, method is better than the heuristics adapted

from the literature, both in solution quality and in computational efficiency.

Although the experiments show that the proposed heuristics work well for the
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Table 13: Tukey test results of the best heuristics, with significance level of 95% in the
benchmark from Pan e Ruiz (2014). The values in bold mean that there is a
significant statistical difference between the algorithms in the first and second

column.
i Heuristic Heuristic Mean Difference Standard Significance
(I) (J) (I-J) Error
50 - 100> FRB47y FRB3 0.242 0.050 0.000
RN~ 1.078 0.050 0.000
FRB3 FRB4;, -0.242 0.050 0.000
RN~ 0.836 0.050 0.000
RN~ FRB4;, -1.078 0.050 0.000
FRB3 -0.836 0.050 0.000
150 - 200  FRB4;, FRB3 0.674 0.043 0.000
RN~ 1.398 0.043 0.000
FRB3 FRB4;, -0.674 0.043 0.000
RN~ 0.724 0.043 0.000
RN~ FRB4;, -1.398 0.043 0.000
FRB3 -0.724 0.043 0.000
250 - 300 FRB47;y FRB3 0.902 0.047 0.000
RN~ 1.631 0.047 0.000
FRB3 FRB4;, -0.902 0.047 0.000
RN~ 0.729 0.047 0.000
RN~ FRB4;, -1.631 0.047 0.000
FRB3 -0.729 0.047 0.000
350 - 400 FRB47p FRB3 1.184 0.049 0.000
RN~ 1.857 0.049 0.000
FRB3 FRB4;, -1.184 0.049 0.000
RN~ 0.673 0.049 0.000
RN~ FRB4;, -1.857 0.049 0.000
FRB3 -0.673 0.049 0.000
450 - 500 FRB4;y FRB3 1.277 0.049 0.000
RN~ 1.835 0.049 0.000
FRB3 FRB4,, -1.277 0.049 0.000
RN~ 0.557 0.049 0.000
RN~ FRB4;, -1.835 0.049 0.000
FRB3 -0.557 0.049 0.000

 Instances with 50 and 100 jobs.
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Figure 10: Means plot for the heuristics in all distributions for the benchmark from Pan e
Ruiz (2014). All means have 95% confidence intervals

mixed no-idle instances with sequence dependent setup times, it is important to know
the performance of our heuristic on (mixed) no-idle instances only (without sequence-
dependent setup times). Tables 14 and 15 show that RN7o (APRD value of 0.44) presents
similar results to FRB3 (ARPD value of 0.23), which obtained the best performance
between the compared heuristics. Thus, we conclude that the proposed strategy can also

obtain a good performance also for the mixed no-idle PFSP without setup times.

3.3.6  Comparison between heuristics in the benchmark adapted from Ruiz, Maroto e
Alcaraz (2005)

We evaluated the RN, heuristic on the instances from the literature with setup
times proposed by Ruiz, Maroto e Alcaraz (2005). The results are summarized in Table
16. The ARPD values grouped by number of jobs are shown in Table 17, and presented

in more detail in Tables 18, 19, 20, 21 and 22. The results are similar to those from the
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Figure 11: Means plot for the heuristics in all distributions for the benchmark from Ruiz,
Maroto e Alcaraz (2005). All means have 95% confidence intervals

benchmark of Pan e Ruiz (2014). It can be observed that the RNy obtained better results
in all distributions. For example, RN7y obtained an ARPD of 0.60, 0.73, 0.84 and 0.82
for distribution intervals SSD10, SSD50, SSD100 and SSD125, respectively, compared to
0.63, 1.21, 1.85 and 2.07 from FRB3 and 0.83, 1.61, 2.44 and 2.56 from FRB47,. In terms
of computational efficiency, the RN, (x = {10,30,50,70}) presented lower average CPU
times and ARPT when compared to FRB3. On average, the FRB3 consumes in average
around 7 seconds compared to RN7y with approximately 2 seconds and has an ARPT of
2.32, compared to 1.33 from RN7y. The RN;q heuristic shows exceptional efficiency with
an ARPT of 0.58, compared to 2.32 and 1.37 of FRB3 and FRB47,, respectively. Figure
11 shows the ARPD results with 95% confidence intervals.
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Table 14: ARPD results in the benchmark from Pan e Ruiz (2014) without sequence
dependent setup times. The values in bold are the best results, in each line.

FJSRA-

n NEH GH-BM2 FRB4;,, FRB3 RN7g
VND
50 5.22 2091 0.75 0.90 5.11 0.68
100 5.04 288 0.74 0.55 4.69 0.49
150 439 252 0.74 0.25 4.17 0.53
200 3.86  2.23 0.66 0.16 3.51 0.47
250 3.44  2.00 0.60 0.13 3.27 0.44
300 3.26 1.90 0.60 0.10 3.04 0.42
350 3.03 177 0.50 0.08 2.83 0.38
400 2.66 1.52 0.48 0.07 249 0.35
450 2.56  1.50 0.47 0.04 237 0.35
500 239  1.40 0.43 0.04 219 0.35
Average 3.59  2.06 0.60 0.23 3.37 0.44

Table 15: Average CPU times in the benchmark from Pan e Ruiz (2014) without sequence
dependent setup times.

n NEH GH-BM2 FRB4;, FRB3 FISRA- RN7g
VND
20 0.00 0.01 0.06 0.07 0.07 0.07
100 0.02 0.04 0.50 0.60 0.55 0.55
150 0.05 0.10 1.41 2.23 1.60 1.62
200 0.08 0.22 3.13 5.98 3.43 3.45
250 0.12  0.30 5.51 11.64  5.92 5.96
300 0.20 047 8.21 19.84  9.13 8.93
350 0.29 0.70 12.10 32.17  13.14 13.00
400 0.38 0.96 16.05 49.95  17.57 17.60
450 0.46 1.22 21.05 73.95 2294 22.73
200 0.64 1.53 27.26 106.40 28.63 28.54

Average 0.22 0.56 9.53 30.28  10.30 10.24
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Table 16: Summary of the results in the benchmark adapted from Ruiz, Maroto e Alcaraz

(2005).
Heuristic ARPD Average ARPT
SSD10  SSD50  SSD100  SSD125  Average CPU Time
RN~ 0.60 0.73 0.84 0.82 0.74 2.01 1.33
RNj5q 0.66 0.84 0.95 0.93 0.85 1.52 1.22
RN3g 0.78 1.05 1.22 1.22 1.07 0.96 1.01
FRB3 0.63 1.21 1.85 2.07 1.44 6.70 2.32
RNyq 1.35 1.80 2.11 2.12 1.85 0.34 0.58
FRB4, 0.83 1.61 2.44 2.56 1.86 1.93 1.37
FRB45 0.91 1.70 2.60 2.71 1.98 1.44 1.25
FRB43 1.10 1.93 2.85 3.04 2.23 0.92 1.01
FJSRA-VND 3.22 2.93 3.03 2.91 3.03 6.39 1.29
FRB44 1.60 2.75 3.84 4.16 3.09 0.35 0.53
GH-BM2 2.48 4.48 5.68 6.07 4.68 0.08 0.16
FJSRA 6.80 5.39 5.12 5.03 5.58 5.80 1.19
NEH 4.26 6.45 7.78 8.37 6.72 0.02 0.03

GH-BM 7.18 11.44  13.01 12.83 11.11 2.22 0.72
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Furthermore, a statistical test with FRB4;,, FRB3 and RN,, was generated to
show that the averages are statistically different. The results from the statistical tests are
presented in Table 23. From the tests we can see that the RNy is statically better than the

best heuristics from the literature in the benchmark from Ruiz, Maroto e Alcaraz (2005).

It is worth assessing the performance of our heuristic on instances with sequence-
dependent setup times only (without no-idle machines). The ARPD and average CPU
times for the compared heuristics are presented in Tables 24 and 25. The results show
that this time around RN7q obtained the best ARPD values for all instance groups (0.34
compared 0.73 of FRB3). Therefore, we conclude that the proposed method generates

high quality solutions even when no-idle machines are not considered.

3.3.7 Evaluation of the MILP model and the RN, heuristic

As the RNyq heuristic presented the best results in the previous comparisons, we
chose to compare it to the optimal solutions found by the MILP model presented in
Section 2.3.1. Table 26 presents the results in terms of ARPD and percentage of optimal
solutions found by the RN7y. The ARPD represents the distance of the solutions found
by the RN7q relative to the optimal solution obtained by the MILP for the instance set.
The results show that the RNy found near optimum solutions, with an ARPD of 4.12
when we consider all the instances, and in the best case 3.34 for the SSD50 distribution
interval. In addition, on average 4% of the solutions found by the RNy heuristic are
optimal. The best results are achieved when n = 10 and m = 5, where the percentage
of optimal solutions found can reach up to 17% for the SSD50 and SSD100 distribution
intervals. Thus, together with the results presented in the previous benchmarks, we can
conclude that the RNy, heuristic obtained good solutions and sometimes optimal with
excellent computational efficiency. Table 27 shows how the MILP CPU time requirements
increased throughout increase over the different number of jobs and machines and the
maximum CPU time for each set of instances. We can see that the average CPU time
significantly as the number of jobs and machines increased, with up to 8643 seconds (2
hours and 24 minutes) in the worst-case scenario for the set of instances with n = 20,
m = 5 and SSD50 distribution.
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Table 23: Tukey test results of the best heuristics, with significance level of 95% in the

benchmark from Ruiz, Maroto e Alcaraz (2005). The values in bold mean that
there is a significant statistical difference between the algorithms in the first and
second column.

Heuristic Heuristic Mean Difference Standard

n Significance
(I) (J) (I-J) Error
20 FRB4,y FRB3 0.228 0.086 0.022
RN~ 0.456 0.086 0.000
FRB3 FRB47;,  -0.228 0.086 0.022
RN~ 0.228 0.086 0.022
RN~ FRB47  -0.456 0.086 0.000
FRB3 -0.228 0.086 0.022
50 FRB4;¢ FRB3 0.193 0.072 0.021
RN~ 1.091 0.072 0.000
FRB3 FRB47y  -0.193 0.072 0.021
RN~ 0.898 0.072 0.000
RN~ FRB47,  -1.091 0.072 0.000
FRB3 -0.898 0.072 0.000
100 FRB4;y FRB3 0.326 0.065 0.000
RN~ 1.326 0.065 0.000
FRB3 FRB47  -0.326 0.065 0.000
RN~ 1.000 0.065 0.000
RN~ FRB47,  -1.326 0.065 0.000
FRB3 -1.000 0.065 0.000
200 FRB4;y FRB3 0.726 0.073 0.000
RN~ 1.515 0.073 0.000
FRB3 FRB47,  -0.726 0.073 0.000
RN~ 0.789 0.073 0.000
RN, FRB4,, -1.515 0.073 0.000
FRB3 -0.789 0.073 0.000
500 FRB4;, FRB3 1.316 0.095 0.000
RN~ 1.733 0.095 0.000
FRB3 FRB4;, -1.316 0.095 0.000
RN~ 0.417 0.095 0.000
RN~ FRB47y -1.733 0.095 0.000

FRB3 -0.417 0.095 0.000
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Table 24: ARPD results in the benchmark from Ruiz, Maroto e Alcaraz (2005) without
no-idle machines. The values in bold are the best CPU times, in each line.

n m NEH GH-BM2 FRB4;, FRB3 FISRA- RN~
VND
20 5 479 3.04 1.61 1.30  3.27 0.82
20 10 3.93 244 1.57 1.06  3.64 0.67
20 20 2.84 1.80 1.07 0.78  3.36 0.68
50 5 4.99 3.28 1.40 0.95  2.09 0.18
50 10 4.15  3.02 0.98 0.67  3.01 0.33
50 20 3.33 251 0.76 044  3.62 0.40
100 5 561 4.36 1.50 1.17 187 0.13
100 10 4.30 3.36 0.95 0.51 2.14 0.21
100 20 343 2.63 0.64 0.55  2.77 0.18
200 10 4.61 3.86 1.10 0.58 1.24 0.10
200 20 3.42 285 0.83 0.29 1.79 0.15
500 20 3.64 3.22 1.32 0.41 0.68 0.22
Average 4.09 3.03 1.15 0.73 2.46 0.34

Table 25: Average CPU times in the benchmark from Ruiz, Maroto e Alcaraz (2005)
without no-idle machines.

n m NEH GH-BM2 FRB4;, FRB3 FISRA- RN
VND
20 5 0.00 0.00 0.00 0.00  0.00 0.00
20 10 0.00 0.00 0.00 0.00  0.00 0.00
20 20 0.00 0.00 0.00 0.00  0.00 0.00
50 5 0.00 0.00 0.01 0.01  0.00 0.01
50 10 0.00 0.00 0.01 0.01  0.00 0.01
50 20 0.00 0.00 0.03 0.03 0.0 0.03
100 5 0.00 0.00 0.04 0.05  0.02 0.05
100 10 0.00 0.01 0.09 0.11  0.04 0.11
100 20 0.01 0.02 0.25 028  0.10 0.29
200 10 0.01 0.04 0.68 1.0l 0.26 0.75
200 20 0.03 0.09 1.59 2.64  0.69 1.90
500 20 0.22  0.65 14.61  47.63 5.33 16.07

Average 0.02  0.07 1.44 4.31 0.54 1.60
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Table 26: APRD and percentage of optimum solutions for the proposed RNy heuristic.

Percentage of
Distribution n m  ARPD

Optimal Solutions

SSD50 10 5 2.88 17%
10 10 2.92 7%
15 5 3.61 0%
15 10 3.06 0%
20 5 4.22 0%
Average 3.34 5%

SSD100 10 5 2.85 17%
10 10  3.50 0%
15 5 4.88 3%
15 10 4.42 0%
20 5 5.63 0%
Average 4.26 4%

SSD125 10 5 4.56 10%
10 10 3.23 %
15 5 6.23 0%
15 10 3.97 3%
20 5 5.88 0%
Average 4.77 4%

Average 4.12 4%
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Table 27: Average and maximum CPU time for the MILP model.

. CPU Time
Distribution n m

Average Maximum
SSD50 10 5 1.07 1.93
10 10 2.36 12.17
15 5 19.47 106.81
15 10 158.08 1284.62
20 5 687.79  8643.28
Average 173.75  2009.76
SSD100 10 5 0.79 1.84
10 10 221 13.54
15 5 10.68 55.13
15 10 398.78  3671.78
20 5 135.26  810.05
Average 109.54  910.47
SSD125 10 5 0.86 2.03
10 10 1.99 10.64
15 5 15.05 71.40
15 10 527.22 3124.45
20 5 279.20  2808.88
Average 164.86  1203.48

3.4 Conclusion

In this chapter, the scheduling problem in a mixed no-idle PFSP with sequence
dependent setup times was studied. Considering a comprehensive literature review carried
out on the no-idle PFSP, it was found that the mixed no-idle PFSP with setup dependent
times has not yet been studied despite it being present in current production systems. In
a mixed no-idle environment, not all machines need to be in continuous processing. As
the problem had not yet been addressed in the literature, an MILP and ways to evaluate
the makespan of a sequence were proposed. An acceleration method for assessing the

makespan of an insertion neighbourhood was also developed.

A new constructive heuristic, called RN, is proposed in this chapter in order to
provide the problem with a solution method that obtained good results with computational
efficiency. For comparison purposes, the best heuristics of the no-idle flowshop problem

with makespan criterion were adapted to the addressed problem.
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Based on the statistical comparisons carried out, it was found that the FRB3 method
offers the best performance among the main methods adapted in the literature. However,
the analyses showed that the proposed RN, method surpassed the FRB3 heuristic in terms
of solution quality and computational efficiency. The statistical results also show that the
means are significantly different. Therefore, the proposed heuristic can be considered as
an important contribution to the state of the art in constructive heuristics for the no-idle
PFEFSP problem and the variant studied in this chapter. In the next chapter, the mixed

no-idle PFSP with total flowtime criterion will be presented.
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4 THE MIXED NO-IDLE PFSP WITH SETUP TIMES AND TOTAL FLOWTIME
MINIMIZATION

In this chapter, the total flowtime minimisation criterion is addressed given its
relevance to the current production dynamics due to its relationship with minimising
in-process inventory (LIU; REEVES, 2001). As this is the first time that this problem
has been studied, the most efficient heuristics proposed for the no-idle and mixed no-
idle PFSP problems with makespan criterion (denoted by F,|prmu,no — idle|Cypq, and
F|prmu, mized no — idle|Cyqy, according to Graham et al. (1979), as well as PFSP with
makespan and total flowtime minimisation (F,|prmu|Che, € Fy|prmu| Y C;, respectively)
were adapted and tested with the purpose of generating a basis of comparison for the
proposed heuristics. Moreover, a method for calculating the makespan of a permutation
sequence and an acceleration method for the insertion neighbourhood are provided in
detail. The heuristics were compared through computational and statistical experiments in
an extensive benchmark with 4500 instances. Experiments with the MILP formulation are
presented in order to compared the proposed heuristics with optimal solutions for small
sized problems instances. The results obtained demonstrate that the proposed heuristics

offer high quality solutions with computational efficiency.

The chapter is organised as follows: Section 4.1 analyses the state of the art in
heuristics. Section 4.2 proposes new heuristics. In Section 4.3, computational and statistical
experiments are performed among the compared heuristics and the MILP model. Finally,

Section 4.4 draws the main conclusions of the study.

4.1 Literature Review

This chapter focuses on the state of the art of constructive and improvement

heuristics, as well as on the proposal of new heuristics to address the problem.

As mentioned earlier, the mixed no-idle PFSP with a sequence-dependent setup
times has not yet been studied in the literature. Therefore, heuristics proposed for other
related problems were adapted to our problem. Basically, the following topics were reviewed:
heuristics for the PFSP with makepsan criterion (F,,|prmu|Ci,..), PFSP with total flow-
time criterion (£, |prmu|Y_ C;), no-idle and mixed no-idle PFSP with makespan criterion

(B |prmu, no —idle|Cpaz, Fin|prmu, mized no — idle|Caz)-

4.1.1 Heuristics for the F|prmu|C,,q, problem

The first studies on heuristics for the PFSP with the makespan criterion can be seen
in Palmer (1965), Campbell, Dudek e Smith (1970), Gupta (1971), Dannenbring (1977),
Hundal e Rajgopal (1988), Sevast’janov (1995) and Koulamas (1998). Certainly, the most
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efficient heuristic for the problem is the well known NEH heuristic of Nawaz, Enscore e Ham
(1983) and Fernandez-Viagas e Framinan (2014). Many extensions of this heuristic have been
proposed and can be found in the literature (NAGANO; MOCCELLIN, 2002; FRAMINAN;
LEISTEN, 2003; LOW; YEH; HUANG, 2004; KALCZYNSKI; KAMBUROWSKI, 2007b;
KALCZYNSKI; KAMBUROWSKI, 2008; DONG; HUANG; CHEN;, 2008; KALCZYNSKI;
KAMBUROWSKI, 2009; RAD; RUIZ; BOROOJERDIAN, 2009; RIBAS; COMPANYS;
TORT-MARTORELL, 2010; KALCZYNSKI; KAMBUROWSKI, 2011; FERNANDEZ-
VIAGAS; FRAMINAN, 2014; ROSSI; NAGANO; NETO, 2016).

Studies by Rad, Ruiz e Boroojerdian (2009), Fernandez-Viagas e Framinan (2014)
and Rossi, Nagano e Neto (2016), point out that currently, the best heuristics for the
problem are: NEH from Nawaz, Enscore e Ham (1983), FRB3 and FRB4;, from Rad, Ruiz
e Boroojerdian (2009), NEH FF from Fernandez-Viagas e Framinan (2014). The FRB3
and FRB4,, heuristics are both extensions of the NEH heuristic. In the FRB3 heuristic, a
local search based on the insertion movements is integrated with the NEH. The principle
behind the heuristic is to optimize the partials sequences generated by the NEH heuristic.
The FRB4; limits the number of jobs selected for insertion with the parameter k. In
this way, the method partially keeps the optimization of the partial sequences without
losing computational efficient. The FRB3 and FRB4;, presented better quality of solution
when compared to the NEH heuristic in exchange of additional computational time. The
NEH FF (FERNANDEZ-VIAGAS; LEISTEN; FRAMINAN, 2016) is also an extension
that apply a tie-breaking method for the partial sequences generated by the NEH. The

tie-breaking mechanism is based on the estimation of the idle times in the machines.

4.1.2 Heuristics for the F|prmu|Y_ C; problem

Various studies have focused on studying PFSP with a total flowtime criterion, since
its minimisation is important in many practical situations, especially when the objective is
to reduce the inventory or the costs involved in maintaining it (RAJENDRAN; ZIEGLER,
1997). Also, several heuristics have been proposed (RAJENDRAN, 1993; WOO; YIM,
1998; LIU; REEVES, 2001; FRAMINAN; LEISTEN; RUIZ-USANO, 2002; FRAMINAN;
LEISTEN, 2003; FRAMINAN; LEISTEN; RUIZ-USANO, 2005; NAGANO; MOCCELLIN,
2008; LAHA; SARIN, 2009). Pan e Ruiz (2013), Fernandez-Viagas e Framinan (2015)
and Rossi, Nagano e Sagawa (2017) carried out an extensive computational comparison
among the heuristics for the problem. According to the performed experiments, the main
constructive heuristics are: RZ from Rajendran e Ziegler (1997), LR(z) from Liu e Reeves
(2001), LR-NEH(z) from Pan e Ruiz (2013), FF(z) and FF-NEH(z) from Fernandez-
Viagas e Framinan (2015) and FF-RN from Rossi, Nagano e Sagawa (2017). Regarding
improvement heuristics, the following ones were highlighted: ICH1, ICH2 and ICH3 from
Li, Wang e Wu (2009), PR1(z) from Pan e Ruiz (2013) FF-ICH1, FF-ICH2, FF-ICH3,
FF-PR1 from Fernandez-Viagas e Framinan (2015).
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Concerning constructive heuristics, the RZ was proposed by Rajendran e Ziegler
(1997), and consists of two phases. First, the jobs are ordered using a new priority rule
based on the lower bounds of the completions times of the jobs. Then, a method based on
insertion movements is applied on the sequence generated by the first phase. The LR(x)
from Liu e Reeves (2001) constructs the sequences by iteratively inserting unscheduled
jobs in the final position of the sequence until all jobs have been scheduled. The parameter
x controls how many sequences will be generated by the method, being the one with the
lowest total flowtime chosen as solution. Pan e Ruiz (2013) developed the LR-NEH((x)
that uses the LR(z) in conjunction to the NEH heuristic to construct the solution. Many
heuristics, for total flowtime minimisation use the LR(z) method as an initial solution
(ICH1, PR1) or to construct part of the sequence (LR-NEH(z)). That is, developing
an improved version of the LR(x) could lead, indirectly, to improving the heuristics
that use it. Along these lines, Fernandez-Viagas e Framinan (2015) developed a new
version of the LR(z) which is denoted by FF(x). Based on computational comparisons, it
was demonstrated that this new version surpasses the LR(x) heuristic, providing better
solutions with less computational complexity. The LR-NEH(z) also was modified, replacing
the LR(z) by the FF(x), and was denoted as FF-NEH(x). The FF-RN(z, y) from Rossi,
Nagano e Sagawa (2017) is based on the FF-NEH(x) algorithm. The method performs a
reinsertion of jobs in the partial sequences generated by the NEH heuristic, and similarly

to FRB4,,, the parameter y limits the number of reinsertions.

Regarding improvement heuristics, Li, Wang e Wu (2009) proposed the ICH1, ICH2
and ICH3 methods. In these heuristics, local searches based on insertion and permutation
movements are used to improve the solution generated by the LR(z) heuristic. In PR1(x)
Pan e Ruiz (2013), a local search using insertion movements is applied in the solution
given by the LR-NEH(x) method. Fernandez-Viagas, Leisten e Framinan (2016) proposed
the FF-ICH1, FF-ICH2, FF-ICH3 and FF-PR1 heuristics, which are improved versions
of the ICH1, ICH2 and ICH3 and PR1(x) heuristics, respectively. In these versions,
the LR(z) and LR-NEH(x) heuristics are replaced by the new FF(z) and FF-NEH(z)
methods. Fernandez-Viagas e Framinan (2015) shows that their proposals provided better
results both in terms of quality of solution and computational efficiency. Thus, the best
constructive heuristics from the literature are the RZ, FF(z), FF-NEH(x) and FF-RN(z,
y), and for the improvement heuristics are the FF-ICH1(x), FF-ICH2(z), FF-ICH3(z) and
FF-PRI(x).

4.1.3 Heuristics for the F|prmu,no — idle|Cpq and F|prmu, mized no — idle|Chqy
problems

Concerning the F|prmu,no — idle|Cyuq, problem, various studies have focused
on developing exact methods (B&B, mixed integer linear programming - MILP, and

polynomial exact algorithms) or on investigating the properties and variants of the
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problem (ADIRI; POHORYLES, 1982; VACHAJITPAN, 1982; BAPTISTE; HGUNY,
1997; CEPEK et al., 2000; SAADANI; GUINET; MOALLA, 2003; BAGGA, 2003; KAM-
BUROWSKI, 2004; NARAIN; BAGGA, 2005a; NARAIN; BAGGA, 2005b; KALCZYNSKI;
KAMBUROWSKI, 2007a; GONCHAROV; SEVASTYANOV, 2009; NAGANQO; ROSSI;
TOMAZELLA, 2017; CHENG; SUN; YU, 2007; SUN et al., 2010; NG et al., 2011; SUN et
al., 2012). Likewise, many other studies focus on developing heuristics and metaheuristics
for the problem (WOOLLAM, 1986; KALCZYNSKI; KAMBUROWSKI, 2005; SAADANTI;
GUINET; MOALLA, 2005; PAN; WANG, 2008b; BARAZ; MOSHEIOV, 2008; PAN;,
WANG, 2008a; RUIZ; VALLADA; FERNANDEZ-MARTINEZ, 2009; TASGETIREN et
al., 2011; DENG; GU, 2012; TASGETIREN et al., 2013b; TASGETIREN et al., 2013a;
ZHOU; CHEN; ZHOU, 2014; SHEN; WANG; WANG, 2015).

According to studies conducted by Ruiz, Vallada e Fernandez-Martinez (2009), Pan
e Ruiz (2014), Nagano, Rossi e Tomazella (2017) and Nagano, Rossi e Martarelli (2018),
currently the most efficient heuristics for this problem are: GH-BM2, FRB3 and FRB4; by
Ruiz, Vallada e Ferndndez-Martinez (2009). The FRB3 and FRB4; heuristics are known
for the F|prmu|Cyna., whereas the GH-BM2 heuristic is an improvement of the GH-BM
heuristic by Baraz e Mosheiov (2008). In the experiments GH-BM2 showed considerably
better results when compared to the GH-BM.

4.2 Proposed heuristics

In this study, we developed three heuristics based on beam search. Beam-search-
based heuristics combine the diversification of the population-based metaheuristics with the
computational efficiency of the constructive heuristics (FERNANDEZ-VIAGAS; LEISTEN;
FRAMINAN, 2016; FERNANDEZ-VIAGAS; RUIZ; FRAMINAN, 2017; FERNANDEZ-
VIAGAS; VALENTE; FRAMINAN, 2018). In a beam search algorithm, partial sequences
(also called nodes) are generated at each iteration by inserting jobs in the last position
of the sequence. The best ranked N nodes generated are selected to be used in the next
iteration. The method continues until nodes with complete sequences of n jobs are obtained;

then the best ranked node is chosen to be the final solution of the method.

As FRB3 and FRB4;, heuristics obtained excellent results in previous studies (RAD;
RUIZ; BOROOJERDIAN;, 2009; ROSSI; NAGANO; NETO, 2016), we decided to use
their variants in conjunction with the beam-search concept presented previously. Moreover,
we resorted to the idea of the LR-NEH(x) heuristic by Pan e Ruiz (2013), except for
the fact that d jobs are inserted using a beam-search-based procedure and the remaining
n — d jobs are inserted by variants of the FRB3 and FRB4;, heuristics. This combination
resulted in two heuristics, H1(N) and H2(N, k), that use versions of the FRB3 and FRB4;
heuristics, respectively, for constructing the remainder of the sequence. N denotes the

number of nodes selected at each iteration; k is the number of jobs selected for reinsertion.
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Additionally, an improvement heuristic, H3(V), was developed that carries out a local
search, RZ from Rajendran e Ziegler (1997) in the final solution generated by the H1(NV)
method. The local search is based on the insertion neighbourhood and its high performance
has already been demonstrated in various studies (FRAMINAN; GUPTA; LEISTEN, 2004;
LI; WANG; WU, 2009; FERNANDEZ-VIAGAS; FRAMINAN, 2015). Before describing
the proposed heuristics in more detail, it is important to define the index function used to

evaluate the nodes generated by the heuristic.

4.2.1 The index function for nodes evaluation

In order to meet the constraints of the mixed no-idle PFSP with sequence-dependent
setup and the total flowtime minimisation we modified the index present in the LR(x)
heuristic from Liu e Reeves (2001). Formally, a node, denoted by 7/, is linked to a partial
sequence ¥ with [ jobs, 7¥ = {7},... 7/} and to a set of jobs that have not yet been
sequenced, U,. A node 7, can be branched generating other nodes, 7, by inserting a
job that has not yet been sequenced, J; € U,, in the last position [ 4+ 1 de 7, resulting in
v ={ny,..., ), 7,1}, where 7, = J;. Then, an initial node 7; is branched into other
nodes, denoted by 77, ,, each one with a different job J; € U, in the last position of 7.
The principle behind the index is to evaluate three results from the insertion of job J;
in the last position: idle time generated, immediate effect of the job inserted in the last

position and influence of the jobs that have not yet been sequenced.

The idle time of the generated node 7/, ; is denoted by I'T;”. However, this evaluation
can lose relevance in mixed no-idle scenarios where most machines do not allow idleness.
Thus, supposing a sequence 7 = {77, ..., 7}, 7/, } of node 1y, |, to calculate the completion
times of the first [ jobs of ¥, the normal condition studied in this work is considered, i.e.
the mixed no-idle flowshop sequence-dependent setup, making it possible, in this case, to
use the calculation method described in Subsection 2.3.2. However, for job J;, inserted at
position [ + 1, 7}, |, the completion times consider only the setup times, and all machines
are considered regular ones. These completion times of job J; in machine M;, denoted by

F; 141, can be calculated using the expressions below.

When job J; is inserted in the first position, | = 1:

Fin = Fioyp) + iy (4.1)
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For all remaining positions:

Fijgy=Cip + 3[1”,[”1] + P1,ji4+1)
Fii41) = max (Ci,[l] + 8l s E—L[Hu) + Di ity (4.2)

1=2,....m

Note that the completion times of the job occupying position [ (C; ) remain
unchanged if we change the job which occupies position [+ 1 within the sequence. Therefore,
it is possible to pre-calculate C ;; and use the same values to calculate the completion
times of any job J; that is inserted in position [4-1. This enables us to quickly calculate the
completion times Fj 4q]. After the completion times Fj ;) are calculated, the calculation

of ITY continues in the same way as is done in the LR(x) heuristic.

m om - maz{ Fiy i) — Cip — sty ey 0
TP =(n—1-2)- ’ - 4
= ) Z:ZQ i+l-(m—1i)/(n—2) (43)

The immediate effect of inserting job J; in the last position [ +1, F'T}’, is evaluated
using the completion time of job J; that occupies the last position, [ 4 1, in the last
machine M,,, Fy, j4+1]. The aim is to choose those nodes with the lowest added completion

time generated by the insertion of the job, thus reducing the total flowtime.

FTY = Fp i) (4.4)

The influence of jobs that have not yet been sequenced, denoted by AT}, is estimated
by the completion time of the last machine of an artificial job, p, which is inserted at
the next position after job J;, F,, ,. That is, a partial sequence is generated with [ + 2
jobs ¥ = {m{,..., 7, 7 1, o}, where the last position is occupied by the artificial job
W, Ty = p. Artificial job p is assigned with processing and setup times in the machines.
Thus, the setup time between the candidate job and the jobs that have not yet been
sequenced can be minimised, resulting in a better final solution. The processing times,
Diu, and the setup times, sfm of the artificial job p can be determined according to the
expressions below.

o ZJhEU,Jh;ﬁJj Pin

i = 4.5
p K n — l _ 1 ( )
; ZJheUJh;AJ. Séh
= : J_D 4.6
*n n—1—1 (4.6)

The influence of the jobs that have not yet been sequenced, denoted by AT}’, can

be calculated using the expressions below.
Fi, = Fl,[l+1] + Slll» + P
F;,, = max <Fi,[l+1] + 52” Efl,u) + Dip (4.7)
1=2,....m

ATY = F,, (4.8)
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Finally, index ¢}, that evaluates the generated nodes, 7, , is defined below. The

N selected nodes are those that present the lowest value of ¢j.
o = IT + FT + AT/ (4.9)

4.2.2 The HI(N), H2(N, k) and H3(N) heuristics

The first heuristic, H1(N), initially generates n partial sequences (nodes) with only
one job, resulting in an initial set of nodes g = {n}, ..., ni}. Then, the set of nodes nl is
evaluated using the index ! (h=1,...,n). The N nodes that obtained the best (lowest)
values of p} are selected for the next step. For each node selected, ny (v =1,..., N), new
partial sequences are generated by inserting jobs J; € U" that have not yet been sequenced
of node 7y at the last position of the sequence 7¥. This results in a new set of nodes,
nt = {nt,n?, ...}, each one linked to a partial sequence with two jobs, 7% = {7¥, 7y, ...}.
As each node will generate n — 1 new nodes, there will be N - (n — 1) nodes to be evaluated
at this iteration. All generated nodes are evaluated using the index ¢{. The N best nodes
are selected for the next branching. The method continues iteratively until nodes with
partial sequences of d jobs are obtained. Then, the partial sequence 7 of node 7} with the
lowest total flowtime is selected to be the solution for this part of the method. The rest of

the sequence is constructed using a variant of the FRB3 heuristic, as described below.

At the end of this beam-search-based procedure, there will be a sequence 7 with d
jobs and n — d jobs still to be sequenced that belong to the set denoted by U. The jobs in
U are sorted by a non-descending order of the sum of the processing times (SPT rule).
The first job of the order is inserted in the best position of the 7w sequence. Afterwards, a
procedure, based on the insertion neighbourhood, is performed. Instead of reinserting the
jobs one by one as the FRB3 heuristic does, our proposal does this reinsertion in pairs of
adjacent jobs, m; and m,1. Rossi, Nagano e Neto (2016) already demonstrated that this
kind of reinsertion in pairs of jobs results in a better optimisation of partial sequences.
During this movement, the jobs from the pair are removed from the sequence and the
first job, m, is tested in all positions of the sequence, and the best position is selected
for insertion; then, the second job, 7, is considered analogously. Afterwards, the second
pair, {m 2, T3}, is reinserted and so forth, {m 4, 745}, until the last pair, {m,_1, 7}, is
done. When the reinsertion is finished, the method inserts the second job from the initial
ordering, and then the same reinsertion movements in pairs, as explained above. The next
jobs of the initial ordering are considered in the same way. The method continues until

the complete sequence with n jobs is obtained.

However, it is clear that the reinsertion procedure at each iteration in the heuristic
H1(N) is computationally intensive, since, at each iteration n/2 pairs of jobs are reinserted
and each job from the pair has to be tested in all positions of the sequence. In the

heuristic H2(N, k) , the number of reinsertions to be performed is limited, following the
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same principle of the FRB4; heuristic. Thus, if a job of the initial order was inserted
in position j, it will be considered the pairs of jobs around this position, {m;_g, Tj—k+1},
{7mj—kt2, Tj—k+3}, - - {mj4u—1,Tj4x}. This allows the method to keep the optimisation of

the partial sequences without affecting the computational efficiency.

Finally, the H3(N) heuristic carries out a local search RZ, based on insertion
neighbourhood, in the solution generated by the H1(N). The insertion neighbourhood
is repeated until the solution does not get any better. The jobs to be reinserted in the
sequences follow the order of a reference sequence 77/, which is equal to the best solution
found until that moment. The pseudocode presented in Algorithm 2 shows the beam search
procedure used in the proposed heuristics for generating the sequence m with d jobs. The
heuristics HI(N), H2(N, k) and H3(N) are described in detail in Algorithms 3, 4 and 5,

respectively.

Algorithm 2 Beam search based procedure.
U is the set of unscheduled jobs, U = {J1, Ja, ..., J, }.
U; denotes the job occupying the jth position in the set U.
for h=1ton do
Generate the node 7.
" = {Jn}
Uh=U—J,
Evaluate the node nf using the index function ¢f.
end for
Order the generated nodes 7! in non-desceding order of ¢f.
Select the N first ranked nodes n{ to be the new set of nodes ng = {n3,n,...,nd' }.
for{=1tod—1do
h=1
for v=1to N do
for j=1ton—1[do
Generate the node 7}, from 7}.
Insert the job U; from U" in the [ + 1 position of 7, resulting 7.
Evaluate the node 7", using the index function ¢}
Uh=0"-U;
h=h+1
end for
end for
Order the generated nodes n}',; in non-desceding order of ¢}
Select the NV first ranked nodes to be the new set of nodes 7, ;.
end for
Select the sequence 7¥ of the node 7 that results in the lowest Y C;(7").
="
U=0"

return 7 = {my, ..., 7y} and U.
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Algorithm 3 H1(NV) heuristic

Call the beam search based procedure (Algorithm 2).
Order the jobs in U according to the lowest value of the sum of processing times,
resulting in o = {ay, ag, ..., ty_q}-
for{=1ton—ddo
Insert job a; in 7 in the position that results in the lowest - Cj.
for j=1tol+d—1,stepj=j+2do
=
Remove the jobs 7 and 7}, ; from .
Insert the job 7 in the position of that results in the lowest 3- Cj.
Insert the job 7/, in the position of that results in the lowest 3= Cj.
if ZOJ‘(’RJ) <> Oj(ﬂ') then
=
end if
end for
end for
return T = {my, ..., T, }.

Algorithm 4 H2(N) heuristic

Call the beam search based procedure (Algorithm 2).
Order the jobs in U according to the lowest value of the sum of processing times,
resulting in o = {ay, g, ..., 4y_q}-
for(=1ton—ddo
Insert job ; in 7 in the position b that results in the lowest )~ Cj.
for j = max(1,b— k) tomin(l +d — 1,b+ k), step j = j + 2 do
7=
Remove the jobs 7 and 7, from 7'.
Insert the job 7’ in the position of that results in the lowest 3= Cj.
Insert the job 7, in the position of that results in the lowest 3= Cj.
if ZCj(ﬂ'/) <y Oj(ﬂ') then
=
end if
end for
end for
return m = {my, ..., }.
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Algorithm 5 H3(NV) heuristic
7 =H1(N) (Algorithm 3)
Improvement = true
while Improvement = true do
el =1
for j =1tondo
Improvement = false
7=
Remove job W;ef from =’

Insert the job W;ef in the position of 7’ that results in the lowest Y C;.
if > Cj(ﬂ'/) <3 Oj(ﬂ') then
T=mn
Improvement = true
end if
end for
end while
return © = {my, ..., T, }.

4.3 Computational and statistical experiments
4.3.1 Instances generation

In this study, we used an adaptation of the benchmark proposed by Pan e Ruiz
(2014) for the mixed no-idle PFSP problem. We modified the set of tests in order to
consider the sequence-dependent setup times of the sequence between jobs in regular
machines. We also generated a set of instances to compare the proposed heuristics with

the MILP formulation in small sized problems instances.

The benchmark from Pan e Ruiz (2014) consists of seven groups with different
mixed no-idle scenarios. The problems are generated through combinations from a number
of jobs n = {50, 100, 150, 200, 250, 300, 350, 400, 450, 500} and a number of machines
m = {10, 20, 30,40, 50}, making a total of 50 possible combinations and five replications
for each combination (50 x 5 = 250 problems per group). The processing times of the jobs
were generated using a uniform distribution within the range U[1,99]. The groups have

the following mixed no-idle scenarios:

e Group 1: Only the first 50% of machines are no-idle.

o Group 2: The first 50% machines are regular, the remaining are no-idle machines
e Group 3: The machines alternate between regular and no-idle.

o Group 4: 25% of machines are randomly no-idle.

o Group 5: 50% of machines are randomly no-idle.

o Group 6: 75% of machines are randomly no-idle.
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For each group of problems, the setup time between jobs only for the regular
machines was considered. Three groups of distribution were used: SSD-50, SSD-100,
SSD-125. We used the processing times generated by Pan e Ruiz (2014)

e SSD-50: setup times were generated according to a uniform distribution in the range
U[1,49].

e SSD-100: setup times were generated according to a uniform distribution in the
range U[1,99].

e SSD-125: setup times were generated according to a uniform distribution in the
range U[1, 124].

As there are 6 x 250 = 1500 problems with different mixed no-idle scenarios, the
result is a total of 3 x 1500 = 4500 test problems when the three distributions of setup

time are considered.

For the MILP formulated in Section 2.3.1 we set a maximum elapsed CPU time limit
of four hours to optimally solve the problems. With this time termination criterion, the
MILP can optimally solve problems with up to 20 jobs and 5 machines. Thus, for the MILP
evaluation we considered the following combination between number of jobs and machines
{n,m} = {10, 5}, {10, 10}, {15,5},{15,10}, {20, 5}. Five replication were generated for
each combination with processing times generated using the uniform distribution [1, 99] .
The same six mixed no-idle groups used in the previous benchmarks were used. For the
setup times generation we used the distributions SSD-50, SSD-100 and SSD-125. With

this settings, 5 x 5 x 3 X 6 = 450 instances were created.

4.3.2 Compared heuristics

Based on the literature review, we identified the heuristics that could be best
adapted to our problem. The methods chosen for comparing the classic permutation
flowshop problem (F),|prmu|Ciuq.), PESP with total flowtime criterion F,,|prmu|C; and
no-idle and mixed no-idle PFSP with makespan criterion F,|prmu, no — idle|C,,q, are
listed below. These heuristics from the literature were compared with those proposed
in this work. Parameters were selected considering those that obtained the best quality

solution and computational efficiency in the experiments performed.

e Proposed heuristics.
— H1(N), N = {10, 20}.
— H2(N, k), k = {5,10}, N = {10, 20}.
— H3(N), N ={10}.
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 Heuristics adapted from the PFSP with makespan criterion problem, F| prmu|Ciqz-

The heuristics were adapted taking into account the non-descending sum of the
processing times (Shortest Processing Time - SPT) initial ordering rather than the
non-ascending order (Longest Processing Time - LPT), since it was demonstrated
that the SPT ordering gives better results when the total flowtime minimisation
criterion is under consideration. Although the NEH FF proposed by Fernandez-
Viagas e Framinan (2014) showed good performance, it is not possible to adapt the
NEH FF heuristic to our problem as the heuristic has procedures based on specific
properties of the F|prmu|C,., problem; thus, this NEH FF was not considered in

this computational experiment.

— NEH from Nawaz, Enscore ¢ Ham (1983): The heuristic has two phases. In
the first phase, jobs are ordered following the LPT rule. As mentioned, in our
adapted version, the SPT initial ordering was used instead of the LPT. In the
second phase, at each iteration, a job ordered in the first phase is evaluated
in all positions of the sequence, and the best position is chosen. The next job
from the initial order is considered analogously, and so forth until the n jobs

have been sequenced.

— FRB3 from Rad, Ruiz e Boroojerdian (2009): The FRB3 heuristic carries out a
local search based on using the insertion neighbourhood in the partial sequences
generated by the NEH heuristic. The method performs reinsertions of all jobs

from the sequences in all possible positions after each NEH iteration.

— FRB4,, from Rad, Ruiz e Boroojerdian (2009): in FRB4,, a limited local search is
carried out, where £k jobs that are positioned around the job recently inserted

by the NEH heuristic are selected be to be reinserted in the sequence.

« Heuristics adapted from the PFSP with total flowtime criterion, F,,|prmu| Y- C;.

The improvement heuristics ICH2, ICH3, FF-ICH2 and FF-ICH3 use intensive local
searches based on permutation movements of pairs of jobs. It is worth highlighting
that the acceleration method (Subsection 2.3.4), which allows a significant reduction
of computational complexity, cannot be used to evaluate the total flowtime resulting
from the permutation of jobs, since it is targeted only for the insertion neighbourhood.
As a consequence, these methods become computationally inefficient and therefore,
were not selected for adaptation and comparison. As the heuristics FF(z), FF-
NEH(z), FF-ICH1(z) and FF-PR1(z) are improved and more recent versions of
heuristics LR(x), LR-NEH(x), ICH1 and PR1, only the first group of heuristics was

selected for adaptation.

— RZ from Rajendran e Ziegler (1997): This heuristic has two phases. In the first

phase, m sequences are generated by ordering the jobs J; (j = 1,...,n) in



113

non-descending order of 7 (Expression 4.10), and the best solution is chosen as
seed sequence. From Expression 4.10, note that each sequence is generated by an
iteration of k (k = 1,...,m), as each iteration generates a distinct ordering for
the jobs, and consequently different sequences. In our adaptation we maintained

this method to generate the seed sequence for the RZ heuristic.

=S =it 1)py k=1,m (4.10)
i=k

In the second phase, the seed sequence is improved by inserting jobs within

partial sequences, which are successively obtained.

FF(x) from Fernandez-Viagas e Framinan (2015): First, this heuristic generates
an initial ordering of the jobs according to a non-descending order of an index
function, {’;k, which takes into consideration the idle time of the machines.
The first job of the initial ordering is chosen to occupy the first position of
the sequence. Afterwards, at each iteration, all jobs J; belonging to the set of
jobs that have not yet been sequenced (J; € U) are tested in position k + 1
of the current sequence. The candidate job with the lowest index value &},
is permanently inserted in position (k + 1) of the sequence. The procedure
ends when n jobs have been sequenced. Heuristic FF(z) can generate multiple
complete sequences by choosing a different job to occupy the first position
of the sequence. From this choice, the method generates a complete sequence
using the same procedure described previously. Parameter x defines the number
of complete sequences that will be generated by the heuristic. The &}, index

from a candidate job J; in the k + 1 position can be calculated as the following

expressions.
(n—k—2)

G = T+ AT, (4.11)
~om - maz{Ci_1; — C;;,0}

[T :Z _ m—1+0b (4.12)
=2 g —b4+k —F

n—2
ATJ{Jc =Cnj (4.13)

As this study considers the existence of setup times and also no-idle machines,
we adapted the & index in order to consider the conditions addressed in this
chapter. For the first k jobs of the partial sequence, the completion times are
calculated taking into account the existence of set-up times and the mixed
no-idle condition. However, only for the completion times of candidate job J;
is it considered that all machines are regular, as well as the setup existence.
Therefore, the I T](7k, component that measures idleness can be evaluated even
when most are no-idle machines. As stated in Section 4.1, (FERNANDEZ-
VIAGAS; FRAMINAN, 2015) replaced the procedure LR(z), used by several
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existing heuristics, by the new method FF(z), resulting in better versions of the
heuristics LR-NEH(z) and PR1(z) from Pan e Ruiz (2013) and ICH1, ICH2
and ICH3 from Li, Wang ¢ Wu (2009), called: FF-NEH(z), FF-PR1(z) and
FF-ICH1, respectively, which are detailed below.

— FF-NEH(z): The FF-NEH(z) is an improved version of the LR-NEH(z) from
Pan e Ruiz (2013), which replaces the LR(z) heuristic by the FF(z). The
heuristic first generates a partial sequence of d jobs using the FF(z); then the
remaining n — d jobs are inserted into the partial sequence through the NEH

heuristic.

— FF-PRI1(z): This method is an improvement heuristic based on the PR1(x)
Pan e Ruiz (2013). The heuristic improves each of the solutions generated by
the FF-NEH(z) method using the iRZ local search, which is based on insertion

neighbourhood movements.

— FF-ICH1(z): The FF-ICH1(z) replaces the LR(z) heuristics used in the ICH1
by the FF(z) from Fernandez-Viagas e Framinan (2015). The ICH1 is a improve-
ment heuristics that combines the local search based on insertion movements in
conjunction with an efficient iterative method that is repeated until the solution

is no longer improved or until a certain stop criterion is met.

— FF-RN(z, y) from Rossi, Nagano e Sagawa (2017): This method is based on
the FF-NEH(x) algorithm from Fernandez-Viagas e Framinan (2015), with the
difference that a reinsertion of jobs in the partial sequences generated by the
NEH heuristic is performed. In order to make the method computationally
viable, the authors limit the selection of y jobs to be reinserted at each iteration.
The jobs are selected for reinsertion using an weight index W', being the job to
be prioritized the one that results in the lowest total flowtime when removed

from the current sequence.

o Heuristics adapted from the no-idle and mixed no-idle PFSP with makespan criterion,
Folprmu, no — idle|Crq, and Fy,|prmu, mized no — idle|Cyqy. The initial LPT
ordering of the GH-BM2 heuristic was replaced by the SPT rule as in this study we

aim to minimise the total flowtime but not the makespan.

— GH-BM2 from Ruiz, Vallada e Fernandez-Martinez (2009): This heuristic is
a better version of the heuristic from Baraz e Mosheiov (2008). The GH-BM
has two phases. In the first phase, the heuristic adds jobs at the end of the
sequence, selecting the one that results in the lowest makespan when inserted
in the last position. In the second phase, pairs are swapped, testing all the

possible matches and swapping them, which result in a lower makespan value.
The GH-BM2 replaced the first phase of the heuristic by the NEH from Nawaz,
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Enscore e Ham (1983) and the pairwise exchange procedure was carried out in

the second phase for an insertion neighbourhood.

4.3.3 Performance measures

The performance measures used to compare the heuristics were: quality solution
and computational efficiency. The quality solution was evaluated by the relative deviation

(DRY) of the heuristic h in problem ¢, and can be calculated by the expression below.

Y Cj(my) = X Ci(n*)!
> Cj(m)t

DR}, =100 - (4.14)

where 3 C; (7rh)t is the total flowtime provided by the sequence 7, through the heuristic
h for problem ¢. 3 C;(7*)" is the best solution found among all heuristics compared for
problem ¢. It can be seen that as the lower is the value of DR}, the closer the heuristic’s
solution will be to the best result found. The mean average of the relative values (ARPD;,)

of a heuristic A in conjunction with N problems can be calculated by the expression below:

Y, DR,

ARPD), = N

(4.15)

To assess the computational efficiency, the average time in seconds was used (average
CPU - ACPU). All compared heuristics were implemented in C++, compiled using Intel
C++ and executed in an Intel Xeon E5-2680 @ 2.7 GHz with 16 GB RAM memory. To
solve the MILP model we used the IBM CPLEX Optimization Studio (version 12.8) with
Python Application Programming Interface (API).

4.3.4 Parameter tunning for the H1(N), H2(N, k) and H3(N)

The heuristics H1(N), H2(N, k) and H3(N) have an important parameter d that
controls the number of jobs that will be inserted through the beam-search-based procedure.
Tests with values d = {n/4,n/2,3n/4} were carried out aimed at evaluating the heuristics
behavior in terms of their quality solution (Average Relative Percentage Deviation - ARPD)
and computational efficiency (ACPU). As the H3(N) heuristic uses the H1(V) heuristic
for generating the initial solution, only the heuristics H1(N) and H2(N, k) were tested.
The heuristics were tested with the number of nodes N = {10,20} and the number of
reinsertions k = {5, 10}. Table 28 present the results in ARPD and ACPU, considering
the average resulting from the possible combinations of N = {10,20} and k = {5, 10}.
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Table 28: Parameter testing with different values for d.

Heuristic d value ARPD ACPU

H1 n/d  0.75  218.43
n/2 0.79 204.86
3n/4 1.24 163.27

H2 n/4 4.15 18.46
n/2 4.17 19.65
3n/4 4.79 17.20

In heuristic HI(N), the tests show very similar ARPDs when d = {n/4,n/2}
(0.75 and 0.79), although the ACPU is considerably larger for d = n/4 (218.4 against
204.8 seconds). Thus, the slightly lower ARPD does not worth the worse computational
efficiency when d = n/4. For d = 3n/4, the ACPU is smaller (163.2 seconds), and
the ARPD becomes considerably worse (1.24). This shows that the beam-search-based
procedure is computationally efficient because the heuristic speeds up when the number
of jobs inserted through the beam-search procedure increases. Therefore, for heuristics
H1(N) and H3(N), the best results are obtained when d = n/2 and this value will be used
for the subsequent experiments. The results are similar for heuristic H2(N, k), where for
d={n/4,n/2}, the ARPDs are close (4.15 and 4.17), respectively and d = {3n/4} with
ACPU smaller (17.2 seconds), although the ARPD is worse (4.79). Thus, for heuristic
H2(N, k), the best performance considering both ARPD and ACPU is also achieved when
d=n/2.

4.3.5 Comparison

The results of the heuristics comparison (Subsection 4.3.2) in the set of test
problems (Subsection 4.3.1) are presented in Table 29, in terms of solution quality (ARPD)
and computational efficiency (ACPU). The best ARPD results achieved were through
the improvement heuristic H3(10) with 0.63, although at a ACPU of 221 seconds. This
was a result already expected, since the H3(N) heuristic applies a local search based on
insertion neighbourhood in the solution generated by the H1(/N) heuristic; this results in
better quality solutions in exchange for additional computational time. After that, the
best results are obtained by the proposed heuristic, HI(N) (N = {10,20}), with ARPDs
0.78 and 0.79. After that, the one with the best performance was the heuristic adapted
from the literature, FRB3, with ARPD of 1.94 and ACPU of 198.5 seconds. However, the
proposed method, H1(20) obtained ARPD considerably smaller (0.78), with ACPU very
close to 208 seconds, respectively. The proposed heuristic, H2(N, k) N = {10,20} and
k = {5,10}) is the third best, with particular emphasis on H2(20, 10) that obtained ARPD
of 3.65 and ACPU of 25 seconds. The heuristic H2(N, k) obtained worse solutions when
compared to heuristics HI(N) and FRB3, although its ACPU is much smaller, resulting
in a good trade-off between ARPD and ACPU. Given these results, heuristic H2(10, 10)
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Table 29: ARPD and ACPU for the compared heuristics.
ARPD

Heuristics SSD50 SSDI00 SSD125  Average "CPU
H3(10) 057 065 060 063  221.07
H1(20) 0.79 080 076 078  207.64
H1(10) 0.76 079 082 079  202.09
FRB3 159 200 222 194 19847

H2(20, 10) 383  3.65 3.46 3.65 25.09
H2(10,10)  3.86  3.76 3.62 3.75 20.22
FF-RN(5, 10) 4.47  4.50 4.44 4.47 59.61

H2(20, 5) 4.90 4.56 4.28 4.58 19.21
FRB449 4.33 4.73 4.90 4.65 14.71
H2(10, 5) 4.91 4.72 4.46 4.70 14.08

FF-RN(1,10) 531  5.43 5.35 5.37 11.29
FF-RN(5,5) 569  5.50 5.41 5.54 45.65
FRBA; 529  5.61 5.91 5.60 8.71

FF-PR1(10) 576 6.4  5.90 5.93 41.57
FF-PR1(5) 577  6.16 5.95 5.96 30.92
FF-PR1(1) 577 617 6.0l 5.98 20.52
FF-ICH1(5) 584  6.64 6.55 6.34 31.93
FF-ICH1(10) 584  6.64  6.55 6.34 42.43
FF-ICHI1(1) 584  6.64  6.55 6.34 24.70
FF-RN(1,5) 659  6.43 6.33 6.45 8.54
GH-BM?2 695 744  7.68 7.36 2.52
NEH FT 926  9.48 9.66 9.47 0.79

FF-NEH(10) 14.22  10.33 9.06 11.21 5.78
FF-NEH(5) 14.60  10.70 9.44 11.58 3.00

RZ 11.99  14.05 14.85 13.63 2.06
FF(10) 25.99 18.42 16.11 20.18 0.44
FF(5) 26.57 18.94 16.62 20.71 0.22

outperformed heuristic FRB4,, (k = {5,10}) adapted from the literature, which obtained
ARPD of 4.65 and 5.60, respectively. No significant change was observed on the ARPD of
heuristics H1(NNV), H2(NV, k) and H3(N), as the distribution setup times changed.

It is worth noticing that the heuristics adapted from the F|prmul 3> C; problem
(RZ, FF(z), FF-NEH(z), x = {5, 10}, FF-ICH1(z) and FF-PR1(z), FF-RN(z, y)) did not
achieve good results, even considering that the problem in this study also addressed the
total flowtime minimisation. Among the methods adapted from this problem, the best
heuristic was the FF-RN(5, 10) with ARPD of 4.47 and ACPU of 59.6 seconds. The heuristic
GH-BM2, adapted from the F'|no — idle|C,,4, problem, proved to be computationally very
efficient with ACPU of only 0.8 seconds, while at the same time providing reasonably
quality solutions with ARPD of 7.36. It can be observed that heuristics FF-NEH(z) and
FF(x) benefit from the relevance increase of the setup times in the problem. Note that
for FF-NEH(10) in the SSD50 distribution, the ARPD is 14.22 and for the SSD125 set,
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Figure 12: ARPD vs ACPU for the compared heuristics.

the ARPD is 9.06; i.e., a relevant difference in performance. For the other heuristics, no
significant change was observed in the results as the setup times distribution were changed.
The results are shown in Figure 12, where it can be observed that the proposed heuristics

H1(N), H2(N, k) and H3(N) are dominants in terms of ARPD and ACPU. The results, in

more detail, with a variation in the number of jobs n, are presented in Tables 30 and 31.
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Furthermore, the statistical Tukey test was performed aimed at verifying if there
is a statistical difference at 95% confidence level among the means obtained through the
best tested methods (FRB3, FRB4,, H1(N), H2(N, k) and H3(N)). The results obtained
from the test are shown in Figure 13. It can be observed from this figure that there is
no overlapping of the range of error bars at the 95% confidence level, demonstrating,
therefore, that the methods compared are statistically different. Given these results, it
can be concluded that the proposed heuristics H1(V), H2(N, k) and H3(V) surpass those

adapted from the literature.
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Figure 13: Means plot for the heuristics in all distributions with 95% confidence intervals.

As the proposed heuristics presented the best results in the previous comparison,
we choose the H1(N), H2(N, k) and H(N) to be compared against the optimal solutions
found by the MILP formulation (Section 2.3.1). We used the set of parameters N = {10}
and k = {5}. The Table 32 presents the results in terms of ARPD and Table 33 shows the
percentage of optimal solutions found by the proposed heuristics. The ARPD represents the

distance of the solutions found by the proposed heuristics relative to the optimal solution
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obtained by the MILP for the instance set. The results show that the proposed heuristics
find near optimum solutions, with an ARPD of 4.34, 4.99 and 3.75 for the H1(10), H2(20,
5) and H3(10), respectively, when we considers all the instances. In addition, in average
6.67%, 7.11% and 10.67% of the solutions found by the H1(10), H2(20, 5) and H3(10)
heuristics are optimal, respectively. The best results are achieved when n = 10 and m = 5,
where the percentage of optimal solutions found can reach up to 30% for the SSD-100 and
SS-D125 distributions intervals. Table 34 shows that the MILP CPU time requirements
grow considerably as the number of jobs and machines increases. As can be seen the
maximum CPU time can reach up to 3 hours and 36 minutes (129738 seconds) in the worst
case scenario for the set of instances with n = 20, m = 5 and SS-D125 distribution. Thus,
together with the results presented in the previous benchmarks we can conclude that the

our proposed heuristics obtain high quality solutions with computational efficiency.

Table 32: APRD for the proposed heuristics when compared to optimal solutions.

Distribution n m HI(10) H2(10, 5) H3(10)

SSD-50 10 5 3.02 3.43 2.77
10 10 2.48 2.82 2.07
15 5 4.46 4.35 3.81
15 10 4.18 4.55 3.23
20 5  5.04 2.98 4.63
SSD-100 10 5 3.18 3.08 2.71
10 10 3.14 3.58 241
15 5 496 6.50 4.23
15 10 5.11 4.91 4.48
20 5 6.19 7.84 5.74
SSD-125 10 5 2.66 3.37 1.90
10 10 2.54 2.87 2.23
15 5  6.51 7.56 5.36
15 10 4.46 6.04 3.77
20 5 718 7.96 6.83

Average 4.34 4.99 3.75
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Table 33: Percentage of optimum solutions for the proposed heuristics.

Distribution n m  HI1(10) H2(10, 5) H3(10)
SSD-50 10 5  6.67 6.67 16.67
10 10 16.67 10.00 20.00
15 5  6.67 6.67 10.00
15 10 0.00 3.33 0.00
20 5 0.00 0.00 3.33
SSD-100 10 5 20.00 30.00 26.67
10 10 10.00 6.67 16.67
15 5 3.33 0.00 6.67
15 10 0.00 0.00 3.33
20 5 0.00 0.00 0.00
SSD-125 10 5 20.00 23.33 30.00
10 10 16.67 10.00 20.00
15 5 0.00 10.00 6.67
15 10 0.00 0.00 0.00
20 5 0.00 0.00 0.00
Average 6.67 7.11 10.67
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Table 34: Average and maximum CPU time for the MILP model.

Distribution n  m Average Maximum CPU time
SSD-50 10 5 1.06 2.11

10 10 1.87 3.56

15 5 14.80 71.62

15 10 58547  5981.66

20 5 478.49  5958.69
SSD-100 10 5 098 1.94

10 10 2.56 13.93

15 5 10.73 51.08

15 10 65341  7191.43

20 5 148.59  1598.09
SSD-125 10 5 1.19 5.94

10 10 2.77 11.31

15 5 3289 264.33

15 10 16748  1369.74

20 5 2430.59 12973.83
Average 302.19  12973.83

4.4 Conclusion

In this chapter, for the first time, the mixed no-idle PFSP with sequence-dependent
setup times and total flowtime minimisation is addressed. Based on a literature review
conducted on related problems, high quality heuristic methods were selected in order to
adapt them to the problem under study. Moreover, the constructive heuristics H1(/V) and
H2(N, k) and the improvement heuristic H3(/V) were developed. The heuristics were based
on the beam search algorithm. At each iteration, nodes are generated by inserting jobs in
the last position of partial sequences. The nodes are evaluated through an index function
developed according to the generated idleness and to the influence of the job inserted and
of the jobs that have not yet been sequenced in the sequence. The best ranked sequences
(nodes) are selected to remain for the next iteration. Additionally, the beam search strategy
was combined with a constructive procedure that uses variants of the FRB3 and FRB4,
heuristic to construct a final solution; thus, the method can optimise the partial sequences

(nodes) generated.

The proposed methods were exhaustively compared through statistical and compu-
tational experiments with adapted heuristics in an extensive set of problems with 4500

instances. Heuristics H1(/V) and H3(N) obtained the best results, delivering considerably



125

better solutions than FRB3 (the best method adapted from the literature). Another high-
light was the constructive heuristic H2(N, k), with a good trade-off between computational
cost and quality solution. The statistical tests that were carried out demonstrated that
the solutions generated by the proposed heuristics are statistically better than those
obtained by the adapted methods. The proposed heuristics were also compared with the
optimal solutions found by the MILP formulation. The results showed that our proposal
can generate near optimal solutions for small sized problems instances. Therefore, based
on the results presented, it can be asserted that the proposed methods are an important
contribution to the state of the art in heuristics for the problem considered in this study.

In the next chapter address the mixed no-idle PFSP with total tardiness criterion.
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5 THE MIXED NO-IDLE PFSP WITH SETUP TIMES AND TOTAL TARDI-
NESS MINIMISATION

The total tardiness criterion is essential for the current production systems, as
surveys of industrial scheduling practice show that meeting customer due dates is a critical
concern for many manufacturing systems (RAMAN, 1995). According to Sen e Gupta
(1984), when a job is not completed by its due date, certain costs are incurred, i.e. direct
dealing with the customer, paperwork, telephone calls, executive time taken up; penalty
clauses in the contract; loss of goodwill resulting in an increased probability of losing the
customer for some or all future jobs or perhaps in a damaged reputation which will turn
other customers away; and expediting (the job is moved quickly through the machines at
the possible cost of extra set-ups, double handling of material, inefficient use of workmen

and machinery).

In this chapter, the total tardiness minimisation criterion in a mixed no-idle
PFSP is addressed given its relevance for the current manufacturing systems. As this
is the first time that this problem has been studied, the most efficient heuristics and
metaheuristics proposed for the no-idle PFSP problems with total tardiness criterion
(denoted by F,|prmu,no — idle|C,qz, according to Graham et al. (1979)), as well as the
PFSP with total tardiness minimisation (£, |prmul - T}, respectively) were adapted and
tested with the purpose of generating a basis of comparison for the proposed heuristics.
The methods were compared through computational and statistical experiments in an
new benchmark. The results obtained demonstrate that the proposed methods offer high

quality solutions with computational efficiency.

The chapter is organised as follows: Section 5.1 analyses the state of the art in
heuristics and metaheuristics. Section 5.2 proposes new methods. In Section 5.3, computa-
tional and statistical experiments are performed among the compared heuristics. Finally,

Section 5.4 draws the main conclusions of the chapter.

5.1 Literature Review

As mentioned earlier, the mixed no-idle PFSP with a sequence-dependent setup
times has not yet been studied in the literature. Therefore, we provide a background on
heuristics and metaheuristics proposed for other related problems. Basically, the following
problems were reviewed: PFSP with total tardiness criterion (F,|prmu| 3 T};), no-idle
PFSP with total tardiness criterion (F,,|prmu, no — idle| > Tj).
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5.1.1 The F,,|prmul| Y. T; problem

The first to study the F,,|prmu|Y_T; problem was Gelders e Sambandam (1978).
They developed four constructive heuristics. Later, the well known NEH heuristic of Nawaz,
Enscore e Ham (1983) was adapted by Kim (1993). The NEH heuristic has two phases. In
the first phase, jobs are previously ordered in a non-ascending order of the sum of their
processing times, also known as Longest Processing Time (LPT). In the second phase,
at each iteration, a job ordered in the first phase is evaluated in all possible positions
of the programmed jobs partial sequence. The next job from the ordering is considered
analogously, and so forth until the n jobs have been sequenced. The NEHgpp differs from
NEH by ordering the jobs in the first phase in non-increasing order of due dates (Earliest
Due Date dispatch rule — EDD), and by evaluating the sub-sequences during the second
phase by their total tardiness instead of their makespan. Kim, Lim e Park (1996) also
developed the ENS1 and ENS2 heuristics that start from the NEHedd solution and apply

an improvement procedure based on insertion and interchange of jobs, respectively.

Parthasarathy e Rajendran (1998) proposed a simulated annealing (denoted as
SAH) algorithm with two perturbation schemes, the Random Insertion Perturbation
Scheme and the Curtailed Random Insertion Perturbation Scheme. The proposed SA

algorithm with two schemes is evaluated against the heuristic from Kim (1993).

Armentano e Ronconi (1999) developed a tabu search-based algorithm, and com-
pared their proposal with the NEH heuristic and with a Branch-and-Bound algorithm.

Four different scenarios of due dates were tested.

Hasija e Rajendran (2004) presented a heuristic algorithm based on the simulated
annealing (denoted as HR in this work). The proposed algorithm uses two different
perturbation schemes and a new improvement scheme. The authors compared their
metaheuristic with the algorithms from Parthasarathy e Rajendran (1998) and Armentano
e Ronconi (1999)

Framinan e Leisten (2008) proposed a hybrid algorithm (HA) that uses the Variable
Neighbourhood Search (VNS) concept of varying the neighbourhood, but apply it to the
destruction and construction phases of the IG algorithm from Ruiz e Stiitzle (2007). The
algorithm is compared with the work from Parthasarathy e Rajendran (1998) and Hasija
e Rajendran (2004)

Vallada e Ruiz (2010) developed three genetic algorithms (GAPR, GAPR2, and
GADV) that included techniques like path relinking, local search and a procedure to
control the diversity of the population. The algorithms outperformed Hasija e Rajendran
(2004) and Parthasarathy e Rajendran (1998). The best results were obtained by the
GAPR.

An evolutionary algorithm (EA) was proposed by Cura (2015) that outperformed
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both GAPR by Vallada e Ruiz (2010) and HR by Hasija e Rajendran (2004). The algorithm
included a mating procedure specifically designed for the problem, a local search with two

different neighbourhood sizes, and a revision procedure.

Li et al. (2015) proposed six different composite heuristics (denoted as CH; (i =
{1,...,6}). Each composite heuristic used NEHgpp as initial solution and apply an
improvement procedure based on insertion or/and interchange neighbourhood. Also,
Trajectory Scheduling Methods (TSM) are presented and compared against Vallada e Ruiz
(2010).

Fernandez-Viagas e Framinan (2015) evaluated NEHgpp and identified a significant
number of ties between sub-sequences within the same set, especially in the initial stages
of the second phase, when the partial sequence contains a small number of jobs. The
authors then developed tie-breaking criteria which substantially improve the heuristics
performance. A total of five criteria were proposed: First position (first tie — FT); Last
position (last tie — LT); Smallest makespan (MS); Smallest total flowtime (TF); Smallest
total earliness (TE).

Karabulut (2016) proposed an the iterated greedy algorithm, denoted as KIG, The
proposed iterated greedy algorithm applied a new formula for temperature calculation for
acceptance criterion and the algorithm is hybridized with a random search algorithm. The

performance of the proposed method is tested against the iterated greedy from Ruiz e
Stiitzle (2007).

Fernandez-Viagas, Valente e Framinan (2018) proposed a beam-search-based con-
structive heuristic (denoted as BS) that estimates the quality of partial sequences without
a complete evaluation of their objective function. In addition, using this constructive
heuristic as initial solution, eight variations of an iterated-greedy-based algorithm are pro-
posed. The BS heuristic outperformed the NEHedd by Kim (1993) and the heuristics from
Fernandez-Viagas e Framinan (2015) in terms of quality of solutions and computational
effort. Regarding the computational evaluation of metaheuristics, the best algorithms were
the Iterated Algorithm with Random Adjacent Swap (IA RAS) and the Iterated Algorithm
with Greedy Insertion and Insertion Local Search (IA GI ILS). The methods outperformed
the algorithms HA by Fernandez-Viagas e Framinan (2015), GAPR by Vallada e Ruiz
(2010), EA by Cura (2015) and KIG by Karabulut (2016).

To summarise, many heuristics and metaheuristics algorithms have been proposed
in the literature to solve the F,,,|prmu| Y T; problem. The most promising metaheuristics
was proposed by Fernandez-Viagas, Valente e Framinan (2018), that outperformed several
other algorithms from previous studies. Under the above considerations, the main methods

for the aforementioned problem are listed below:

o Heuristics:
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— NEHgpp by (KIM, 1993).
— CH, (i={1,...,6}) by Li et al. (2015).

— BS heuristic by Fernandez-Viagas, Valente e Framinan (2018).
« Metaheuristics:

— IA RAS by Fernandez-Viagas, Valente e Framinan (2018).
— IA GI ILS by Fernandez-Viagas, Valente e Framinan (2018).

5.1.2 The F,,|prmu, no —idle| Y. T; problem

The total tardiness criterion in a no-idle PFSP was studied only recently by
Tasgetiren et al. (2011). They proposed a Differential Evolution Algorithm with Variable
Parameter Search (vpsDE). The algorithm was compared with a method known as Random
Key Genetic Algorithm (RKGA) from Bean (1994). The method proposed by Tasgetiren
et al. (2011) outperformed the RKGA, providing statistically better solutions.

The Discrete Artificial Bee Colony (DABC) was proposed by Tasgetiren et al.
(2013a). The authors also developed an acceleration method to calculate total tardiness for
the insertion neighbour applied to the F,,,|no —idle, prmul| Y- T; problem. The results show
that the DABC method was highly competitive when compared to a genetic algorithm.

A constructive heuristic for the F,|no —idle, prmu| Y- T; was presented in Nagano,
Rossi e Tomazella (2017), denoted as I(f;,d)-ICH. The heuristic was compared to the
FRB3 heuristic from Ruiz, Vallada e Fernandez-Martinez (2009) and the NEHgpp by Kim
(1993) adapted in this case for the no-idle PFSP. The proposed heuristic is a combination
of two procedures: I(f;, d) and Insertion Constructive Heuristic (ICH). I(f;, d) generates
a partial sequence containing n - d jobs (0 < d < 1), rounded to the nearest integer, by
allocating each unscheduled job at the last available position and using a minimization
criterion f; to choose which of the sub-sequences is kept to the next step. Three criteria are
suggested for this method: makespan (f; = Cqz); total flowtime (f; = > C; ); and total
earliness (f; = X E; = > max(0,d; — C;)). The ICH procedure consists of the insertion
of jobs in a partial sequence and reinsertion movements, which reinserts a pair of jobs at
once. The best results were obtained by the I(3- C;, 0.6)-ICH version.

Shao, Pi e Shao (2017) developed a hybrid discrete teaching-learning-based meta-
heuristics (HDTLM). The HDTLM applies a probabilistic model based on the selected
elite learners where the best learner is employed to generate a series of position sequences,
and the concept of consensus permutation is employed to replace the mean individual. In
the discrete learning phase, according to different levels of learners, the whole class is first
divided into two classes, one is the elite class, and the other is the ordinary class, and then

all of learners in these two classes would be assigned into three layers (top layer, middle



131

layer, bottom layer), and the proposed learning phase adopts the order of top-down to
spread the knowledge. The HDTLM outperformed the algorithms vpsDE by Tasgetiren et
al. (2011) and DABC by Tasgetiren et al. (2013a)

According to the studies from Shao, Pi e Shao (2017) and Nagano, Rossi e Tomazella
(2017) we can identify the most promising heuristics and metaheuristics proposed for the

F,|prmu, no —idle| Y T;, which are the following:

o Heuristics:
— I(> Cj, 0.6)-ICH by Nagano, Rossi e Tomazella (2017).
o Metaheuristics:

— DABC by Tasgetiren et al. (2013a).

— HDTLM by Shao, Pi e Shao (2017).

5.2 Proposed Heuristics

In this study, we developed a heuristic based on the beam search algorithm.
Beam-search-based heuristics were developed with success for many scheduling problems
(FERNANDEZ-VIAGAS; LEISTEN; FRAMINAN, 2016; FERNANDEZ-VIAGAS; VA-
LENTE; FRAMINAN, 2018). In a beam search algorithm, partial sequences (nodes) are
generated at each iteration by appending jobs in the last position of the sequence. The
best ranked NV nodes generated are selected to be used in the next iteration, and so on.
The method continues until nodes with complete sequences of n jobs are obtained; then

the best ranked node is chosen to be the final solution of the method.

As the I(3° C;)-ICH heuristic from Nagano, Rossi e Tomazella (2017) obtained
excellent results, we decided to use their variants in conjunction with the beam-search
concept presented by (FERNANDEZ-VIAGAS; VALENTE; FRAMINAN, 2018). Our
heuristic construct part sequence using the beam-search concept, inserting d unscheduled
jobs, then the rest of the jobs are inserted using a variation of the NEHgpp heuristic
(denoted as ICH). We choose to construct part of the sequence using the beam-search-based
heuristic in reason of the number of ties generated between partial sequences in the initial
iterations of the NEH heuristic (i.e. a problem with 50 jobs and 10 machines in Figure 14),
which was already pointed out by Fernandez-Viagas e Framinan (2015). This significant
number of ties is mostly due to many partial sequences resulting in total tardiness equal
to zero in the initial iterations. Before describing the proposed heuristics in more detail,
it is important to define the index function used to evaluate the nodes generated by the

heuristic.
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Figure 14: Percentage of ties between partial sequences.

Formally, a node, denoted by 7/, is linked to a partial sequence 7% with [ jobs,
m’ ={n},..., 7} and to a set of jobs that have not yet been sequenced, U,. A node 7}
can be branched generating other nodes, 7/, ,, by inserting a job that has not yet been
sequenced, J; € U,, in the last position [ + 1 de 7, resulting in 7¥ = {n},..., 7}, 7}, },
where 77 ; = J;. Then, an initial node 7;" is branched into other nodes, denoted by 71/, ;,
each one with a different job J; € U, in the last position of 7. The principle behind the
index is to evaluate three results from the insertion of job J; in the last position: idle time
generated, immediate effect of the job inserted in the last position and influence of the

jobs that have not yet been sequenced.

The idle time of the generated node ny,; is denoted by IT} ,. However, this
evaluation can lose relevance in when most machines are no-idle. Thus, supposing a
sequence ¥ = {n},..., 7/, 7/, } of node 1y, to calculate the completion times of the
first [ jobs of ¥ the method uses the calculation method described in Subsection 2.3.2.
However, for the job J;, inserted at position [ + 1, 7/ ;, the completion times consider
only the setup times, and all machines are considered as regular (allow idleness). These
completion times of job J; in machine M;, denoted by C7,y, can be calculated using the

expressions below.
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When job J; is inserted in the first position, | = 1:

Cf,m = P11]

* regular
Cing = i—g,[l] + P[] (5.1)
1=2,...,m

For all remaining positions:

CT,[lJrl] = CI,[Z] + 5[1”,[[+1] + P1,[141]
Ci 1) = max (CM” + {41 C;—L[Hl]) T Difi+ (5:2)

1=2,....,m

Note that the completion times of the job occupying position [ (C;p) remain
unchanged if we change the job which occupies position [+ 1 within the sequence. Therefore,
it is possible to pre-calculate C; ;) and use the same values to calculate the completion
times of any job J; that is inserted in position [ + 1. This enables us to quickly calculate
the completion times C7 (ARIE After the completion times Cy [41] are calculated. Finally,

the sum of the idle times between the jobs, IT}", are calculated as follows.
IS, = Z maxr (02—1,[l+1] —Cin — Sfl],[lﬂ}a 0) (5.3)
i=2

The immediate effect of inserting job J; in the last position [ +1, is evaluated using
the completion time of job J; that occupies the last position, [+ 1, in the last machine M,,,
also denoted as M K; = C}, 4, the earliness E; = max(dj) — Cjy,,) and the tardiness
Tj = maX(C[’lH]’m — d[l+l]7 0).

Finally, index I, that evaluates the generated nodes, 7, , is defined below. We
used weighted factors in the index to balance the effect of each component of the present
expression. The notation |M’| represents the number of no-idle machines. The N selected

nodes are those that present the lowest value of I, ;.

M=k
+1 = 4(m_1)

1
) IT; + MK; + (k+2.00) - (E; +Tj) (5.4)

At the end of this beam-search-based procedure, there will be a sequence m with d
jobs and n — d jobs still to be sequenced that belong to the set denoted by U. The first
job of U is inserted in the best position of the 7w sequence. Afterwards, a procedure, based
on the ICH from Nagano, Rossi e Tomazella (2017), is performed. The ICH procedure
consists of the insertion of jobs in a partial sequence and reinsertion movements. Differently

from FRB3, which reinserts a single job on each step, ICH reinserts a pair of jobs at
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once. The purpose of this change is to allow a bigger perturbation on the partial sequence,
broadening the search area for a better result. The procedure starts with a partial sequence
7 containing n - d jobs, and performs (n — d) iterations to insert the remaining jobs in U.
The insertion is done similarly to NEH, taking the first job from set U and testing it in all
positions of 7, choosing as a partial solution the one with smallest total tardiness value.
Then, the procedure reinserts the jobs from the current sequence. Instead of reinserting the
jobs one by one as the FRB3 heuristic does, the ICH pairs of adjacent jobs are reinserted,
m and m41. Rossi, Nagano e Neto (2016), Nagano, Rossi e Tomazella (2017) already
demonstrated that this kind of reinsertion in pairs of jobs results in a better optimisation
of partial sequences. During this movement, the jobs from the pair are removed from
the sequence and the first job, 7, is tested in all positions of the sequence, and the best
position is selected for insertion; then, the second job, m,; is considered analogously.
Afterwards, the second pair, {m 2, 43}, is reinserted and so forth, {m 4, m 45}, until the
last pair, {m,_1,m,}, is done. When the reinsertion is finished, the method inserts the
second job from the initial ordering, and then the same reinsertion movements in pairs, as
explained above. The next jobs of the initial ordering are considered in the same way. The
method continues until the complete sequence with n jobs is obtained. After the sequence
is completed with n jobs the heuristic carries out a simple local search based on insertion
neighbourhood. This improvement procedure reinserts all jobs in all positions, when a

better solution is found the current best solution is updated.

The pseudocode presented in Algorithm 6 shows the beam search procedure used in
the proposed heuristics for generating the sequence 7 with d jobs. The heuristic BS-ICH(N)
is described in detail in Algorithms 7.

5.3 Computational and statistical experiments
5.3.1 Instances generation

In this chapter’s comparison we generated a mixed no-idle scenario where the
machines alternate between no-idle and regular machines. Each problem is generated with
combinations between a number of jobs n = {50,100, 150, 200, 250, 300} and a number of
machines m = {10, 30, 50}, totalling 6 x 3 = 18 possible combinations. Three replications
were generated for each combination, resulting in a total of 18 x 3 = 54 problems. We

used an uniform distribution [1,99] to generated the processing times.

In this chapter, we address the mixed no-idle flowshop problem with the additional
condition of sequence-dependent setup times on regular machines. We added sequence-

dependent setup times to regular machines with three different distributions:

« SSD-50: setup times with uniform distribution in the interval [1, 49] (limited to 50%

of the limit for the processing time interval).
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Algorithm 6 Beam search based procedure.
U is the set of unscheduled jobs, U = {J;, Jo, ..., Ju }.
U; denotes the job occupying the jth position in the set U.
for h=1ton do
Generate the node nf.
" = {Jn}
Uh=U - J,
Evaluate the node 7 using the index function ¢f.
end for
Order the generated nodes n{ in non-desceding order of .
Select the N first ranked nodes nf to be the new set of nodes ng = {ng, n2,...,n3"}.
for{=1tod—1do
h=1
for v=1to N do
for j=1ton—1do
Generate the node nf',; from n}.
Insert the job U; from U” in the [ + 1 position of 7, resulting 7.
Evaluate the node nf",; using the index function ¢
Uh=0v -
h=h+1
end for
end for
Order the generated nodes nth in non-desceding order of (/.
Select the N first ranked nodes to be the new set of nodes n, ;.
end for
Select the sequence 7 of the node 1} that results in the lowest Y T} (7").
™=
U=0"
return 7 = {my, ..., 7z} and U.

« SSD-100: setup times with uniform distribution in the interval [1, 99] (limited to

100% of the limit for the processing time interval).

« SSD-125: setup times with uniform distribution in the interval [1, 124] (limited to
125% of the limit for the processing time interval).

The due dates were generated using the parameter 7 = 1,3, where the due date
of job J; is dj = 7 - X2, p; j. Therefore, the new benchmark for the mixed no-idle PFSP
consists of three sequence-dependent setup times distribution intervals (SSD-50, SSD-100,
SSD-125) with 54 problems for each distribution. For each problem, two due date scenario
were tested, when 7 = 1 and 7 = 3. Thus, the total number of tests for the benchmark is
54 x 3 x 2 = 324 instances.
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Algorithm 7 BS-ICH(N) heuristic
Call the beam search based procedure (Algorithm 2).
for{=1ton—ddo
Insert job U in 7 in the position that results in the lowest ) Tj.
for j=1tol+d—1,stepj=j+2do
=
Remove the jobs 7 and 7 from 7'.
Insert the job 7’ in the position of that results in the lowest 3 T}.
Insert the job %, in the position of that results in the lowest 3 Tj.
if > T;(n") < > Tj(m) then
T=nn
end if
end for
end for
for j =1tondo
=7
Remove job 7r§ef from 7',
Insert the job W;Gf in the position of 7’ that results in the lowest > 7}.
if > T;(n’") < X T;(n) then
=
end if
end for
return © = {my, ..., 7, }.

5.3.2 Compared heuristics

Based on the literature review, we identified the heuristics and metaheuristics that
could be best adapted to our problem. The methods chosen are listed below. These heuristics
and metaheuristics from the literature were compared with those proposed in this work.
The adapted heuristics were modified only in the total tardiness evaluation of the sequences
with the purpose that the mixed no-idle flowshop with the sequence-dependent setup times
is considered in the objective function. To evaluate the total tardiness of a sequence, we used
the method presented in Section 2.3.2. We also implemented the acceleration procedure
described in Section 2.3.4, which allowed a large increase in calculation speed. The BS
heuristic from (FERNANDEZ-VIAGAS; VALENTE; FRAMINAN, 2018) could not be
adapted for the addressed problem, as the index used to evaluate the nodes are based on idle
times, and explore specific characteristic from the F'| prmu|Y. T; problem. As the IA RAS,
CH2, CH3, CH4, CH5 and CH6 are partially or manly based on permutation of jobs and
could not benefit from the acceleration method (Section 2.3.4) we excluded these methods
from the comparisons, as they would be in severe disadvantage compared to the other
methods. In the IA GI ILS ((FERNANDEZ-VIAGAS; VALENTE; FRAMINAN, 2018)), we
substitute the BS heuristic for our proposed version BS-ICH, this new version was denoted
IG GI ILS in this work. We integrated the BS-ICH heuristic in the initialization phase of
the metaheuristics DABC and HDTLM. These new versions were denoted as DABCgg.1cH
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and HTLMgg.1ch, and only one individual is generated using the BS-ICH for the initial
population. For the stop rule, the metaheuristics were run with 7}, = t - n - m/1000

seconds with ¢t = {250, 500}.

Proposed heuristics.
— BS-ICH
o Proposed metaheuristics:

— DABCgs.1cH, based on the DABC from Tasgetiren et al. (2013a);

— HDTLMgg.1cn, based on the HTLM from Shao, Pi e Shao (2017);

— IG GI ILSgs.1cH, based on the IA GI ILS from Fernandez-Viagas, Valente e
Framinan (2018).

o Heuristics and metaheuristics adapted from the PFSP with total tardiness criterion,
F| prmul> T;.
— Heuristics:

« CHI by Li et al. (2015);
* BS heuristic by Fernandez-Viagas, Valente e Framinan (2018).

o Heuristics and metaheuristics adapted from the no-idle PFSP with total tardiness
criterion, F,|prmu, no —idle| Y C;.
— Heuristics:
« 1(>2Cj, 0.6)-ICH by Nagano, Rossi e Tomazella (2017).
— Metaheuristics:

* DABC by Tasgetiren et al. (2013a);
«x HDTLM by Shao, Pi e Shao (2017).

5.3.3 Performance measures

The performance measures used to compare the heuristics were: quality solution
and computational efficiency. The quality solution was evaluated by the relative deviation

(DRY) of the heuristic h in problem ¢, and can be calculated by the expression below.

STy ()" — S Ty(n*)!
> Ty(m)t

DR}, =100 - (5.5)
where ) T; (ﬂ'h)t is the total tardiness provided by the sequence 7, through the heuristic
h for problem ¢. The best solution for problem ¢ is denoted by Y- T;(7*)*. It can be seen

that as the lower is the value of DR}, the closer the heuristic’s solution will be to the
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best result found. The mean average of the relative values (ARPDj,) of a heuristic h in

conjunction with N problems can be calculated by the expression below:

Y, DR},

ARPD), = N

(5.6)
To assess the computational efficiency, the average time in seconds was used (average

CPU - ACPU). All compared heuristics were implemented in C++, compiled using Intel
C++ and executed in an Intel Xeon E5-2680 @ 2.7 GHz with 16 GB RAM memory.

5.3.4 Comparisons between heuristics

The results for the compared heuristics presented in Section 5.3.2 in the set of
test problems described in Section 5.3.1 are presented in Table 35, in terms of solution
quality (ARPD) and computational efficiency (ACPU). The results for all setup times
distributions and due dates scenarios are presented in Table 36. The complete results
for different setup times and due dates times scenarios are presented in Tables 38, 39,
40, 41, 42 and 43. The ACPU values are presented in Table 37. The results clearly show
that the new proposed heuristic BS-ICH(N) (N = {2,10,15,n/10}) presented the best
results, with an ARPD of 2.90 and an ACPU around of 13 seconds for N = n/10. After
that, the one with the best performance was the heuristics adapted from the literature,
[(CT)-ICH and CH1, with worse ARPD of 5.27 and 6.64 and approximately ACPU of 13
and 1.2 seconds, respectively. The CH1 presented a good trade-off between computational
efficiency and quality of solution. The NEHgpp with different tie breaking mechanism
(LT, TE, TF, FT, MK) obtained the worst results, and no significant different between
the versions were found. Figure 15 shows that the proposed heuristics BS-ICH(n/10) is
significant different at 95% confidence level when compared to the CH1 and I(CT)-ICH
heuristics. Therefore, the core idea behind BS-ICH of using a beam-search based heuristic
in conjunction with the improved NEH extension turned up to be a important contribution

for the state-of-the-art in heuristics.

When we compare different distributions, the BS-ICH obtained the best results in
the SSD-125, with an ARPD of 2.83 for BS-ICH(n/10). Considering all setup and due
dates scenarios, the best overall results is obtained by BS-ICH(n/10) when n = {250}
and m = {50} with a resulted ARPD of 0.84. The heuristics usually presents best ARPD
when 7 = 1. In addition, best solutions are obtained by BS-ICH, I(CT)-ICH and CH1 as
the number of machines and jobs grow (Figures 16 and 17). Thus, the heuristics benefit

from problems with large instances.
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5.3.5 Comparisons between metaheuristics

The results for the metaheuristics are presented in Table 44. The ARPD for all
setup times distributions and due dates scenarios are presented in Table 45. The detailed
results are shown in Tables 46, 47, 48, 49, 50 and 51. The best results was achieved by the
DABCgs 1cn with an ARPD of 0.71 for ¢t = {500}. The use of BS-ICH in the initialization
of the metaheuristics considerably improves the results. As example, the DABC without
the BS-ICH results in an ARPD of 1.16, compared to the DABCgs.1cy with a much lower
ARPD of 0.71, the same thing happens with HTLM. From the results, while in the original
problem (£, |prmu, no—1idle| ¥ T}), the HTLM obtained best results, the DABC proposal
obtains best solutions when the mixed no-idle PFSP with setup times is considered. The
IG GI ILS shows good results for large problems (n > 200) and worse solutions in smaller
instances. This behaviour can be seen in all setup time distributions and due date times
scenarios. We also test the metaheuristics to verify if the ARPD are statistically different

in a 95% confidence interval (Figure 18).

While the metaheuristics outperformed the heuristics by a large margin, it is
important to note the difference in efficiency. For example, DABCgg_jcy obtains very
similar results to BS-ICH(n/10) when n > 250 and m > 10. When n = 250 and m = 50,
DABCgs.1cn obtain an ARPD of 0.49 for ¢ = 500, that is a Ty,0 = t-n - m/1000 =
500 - 250 - 50/1000 = 6.250 seconds, while the BS-ICH(n/10) has an ACPU around 36
seconds and an ARPD of 0.84 for the same problem instance group. Therefore, the results
shows that the BS-ICH(n/10) is highly competitive even when compared to metaheuristics.
In addition, the use of BS-ICH with the metaheuristics is a valid proposal as it statistically

improves the solution quality of the metaheuristics.
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Figure 18: Means plot for the metaheuristics in all distributions with 95% confidence

intervals and 7T},,,, = 500 - n - m.
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5.4 Conclusion

In this chapter, the mixed no-idle PFSP with sequence-dependent setup times
and total flowtime minimisation is studied. Based on a literature review conducted on
related problems, the best heuristic and metaheuristics were adapted to the problem. In
addition, a new heuristic, denoted as BS-ICH, was proposed. We integrated the BS-ICH
with the metaheuristics from the literature. The proposed methods were exhaustively
compared through statistical and computational experiments with adapted heuristics and
metaheuristics. Among the heuristics, the best results were achieved by the BS-ICH(n/10),
delivering considerably better solutions than [(CT)-ICH, which was the best method from
the F,,|prmu, no — idle| > T; problem. According to the results, the used of the BS-ICH
in conjunction with the metaheuristics considerably improves the solution quality of the
metaheuristics. As a result, the best metaheuristic was the DABCgg_1cy, which is the
DABC algorithm with the BS-ICH used in the initial population generation. Thus, based
on the results presented, it can be asserted that the proposed method is a significant
contribution for the state of the art in heuristics and metaheuristics for the problem

considered in this chapter.
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6 CONCLUSIONS, RESULTS AND FUTURE RESEARCH

6.1 Conclusions

In this Thesis, we have addressed the mixed no-idle permutation flowshop scheduling
problem. This is the first time that this problem is studied in the literature. It has been
showed that the problem has relevance in real manufacturing layouts, and deals with
establishing the sequence of jobs in the shop according to a specific objective function
under specific characteristics of the problem, namely the setup times between the jobs

and the mixed no-idle machines.

The goal of this Thesis was therefore to provide a further insight into this important
problem, both deeply analysing and developing new efficient methods to solve it. In order
to deal with this goal, several general research objectives were identified in Section 1.1,

which have been addressed along the four parts of this Thesis as follows:

OBJ1. To provide in-depth analysis of the mixed no-idle PFSP with sequence-
dependent setup times, presenting mathematical models, formulations and

calculations methods for the addressed objective functions.

In Section 2.3 the mixed no-idle PFSP with sequence-dependent setup times was
formally presented. We developed an MILP formulation for the problem in Section 2.3.1,
the variables and expressions were explained in detail. As the problem was not yet studied
in the literature, we presented methods for calculation for the makespan, total flowtime
and total tardiness criteria (Section 2.3.2). As explained, the acceleration procedure is
essential to provide efficiency for the new proposed methods. In Section 2.3.3 and 2.3.4 we
provide acceleration methods to calculate the makespan, total flowtime and total tardiness

in an insertion neighbourhood.

OBJ2.To review the mno-idle PFSP, PFSP with setup times and classical
PFSP literature for the most common objectives, i.e. makespan, total flow-

time or total tardiness minimisation.

The mixed no-idle PFSP with setup times and makespan minimization was consid-
ered in Chapter 3. As the problem is new, we reviewed the no-idle PFSP and the PFSP
with setup times under makespan criterion (denoted as F,,|prmu, no — idle|Ci,q, and
F,|prmu, s;'-,k]C’max, respectively). The literature review covered the last 35 years, where
many heuristics and metaheuristics were developed for the problem. We classified the
methods and presented if the algorithm was outperformed by another method from the
literature (Tables 2 and 3).
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Chapter 4 studied the mixed no-idle PFSP with setup times and total flowtime.
For this problem, the following topics were reviewed: heuristics for the PFSP with makep-
san criterion (F,|prmu|Cye,), PFSP with total flow-time criterion (F,|prmu|_ C}),
no-idle and mixed no-idle PFSP with makespan criterion (F,,|prmu, no — idle|Caz,
Flprmu, mized no — idle|Cyuqz). In the review, over 50 papers were reviewed. Most of

the heuristics proposed in the literature are variants of the traditional NEH.

In Chapter 5 the total tardiness criterion was addressed. The following problems
were reviewed: PFSP with total tardiness criterion (F,,|prmu|> T;), no-idle PFSP with
total tardiness criterion (F,|prmu, no —idle| Y- T};). Both heuristics and metaheuristics

algorithms were reviewed.

OBJ3. To provide efficient methods to solve the mixed no-idle PFSP with se-
quence dependent setup times for makespan, total flowtime or total tardiness

minimisation.

Based on the state-of-the-wart in heuristics, we developed several methods in order
to solve the mixed no-idle PFSP with setup times under different criteria. All the new
methods were tailor-made for their specific problems. Delving into particular characteristics
of each criteria with the objective to give an edge for the new heuristics. The main proposed

methods are summarised as follows:

o A efficient constructive heuristic, denoted as RN, was proposed in Chapter 4
(makespan criterion). The heuristic inserts d jobs using a greedy heuristic, and
then the rest of the n — d are inserted into the sequence using an NEH heuristic
variant. The heuristic takes account the idle times between the jobs and the setup
times to generate a index that chooses the jobs to be inserted. The NEH variant is
based on reinsertion procedures that optimized the partials sequences generated by
the NEH.

o Three heuristics based on beam search, called H1, H2 and H3, were proposed in
Chapter 5 (total flowtime criterion). In developed beam search algorithms, partial
sequences are generated at each iteration by inserting jobs in the last position of
the sequence. The best ranked N nodes generated are selected to be used in the
next iteration. The method continues until nodes with complete sequences of n — d
jobs are obtained; then the best ranked node is chosen to be the final solution of
the method. The rest of the sequence are constructed using a variants of the FRB3
and FRB4 heuristics. The H3 is an improvement heuristic, which carries out a local

search in the final solution generated by the H1 method.

o In Chapter 5, a new heuristic, denoted as BS-ICH, was proposed. The concept is

similar to the heuristics from Chapters 3 and 4, with the exception of the new
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index which takes into account the specific characteristics of the total tardiness
criterion. The new method was also integrated in the initial phases of metaheuristics

procedures from the literature.

OBJj. To demonstrate the efficiency and good performance of the new pro-

posed methods thought extensive computational and statistical experiments.

In this Thesis, each proposed heuristic was always compared with the state-of-the-
art algorithms adapted from related scheduling problems. As the mixed no-idle PFSP with
setup times is new, we developed a new benchmark with up to 4500 problems instances to
test the algorithms. The indicators to measure the computational effort and the solution
quality were also explained. To carry out a fair, comparison we presented in detail the
compared methods, as well the same programming language C++ and the same computer
were used to compare all methods. To ensure the repeatability and reproducibility of our
proposed heuristic, we included a clear pseudo code (Algorithm 2) in this Thesis. The
results and problem instances are available at laor.prod.eesc.usp.br, as recommended by the
Good Laboratory Practice for Optimization Research (GLP4OPT) practices (KENDALL

et al., 2016). The following computational results were presented in each chapter:

 For the makespan minimization (Chapter 3), the analyses showed that the proposed
RN, method surpassed the state-of-the-art algorithms both in solution quality and
computational efficiency. Algorithms adapted from the F|prmu,no — idle|C,,q, and
Flprmu, s ;,|Cimae problems. The statistical results also show that the means are
significantly different. In addition, the proposed methods generated near optimal

solutions for small size problems.

« For the total flowtime criterion (Chapter 4), heuristics H1(/V) and H3(N) obtained
the best results, delivering better solutions than the best methods adapted from the
literature. The constructive heuristic H2(V, k) presented a good trade-off between
computational cost and quality solution. Thought statistical tests, were demonstrated
that the solutions generated by the proposed heuristics are statistically better than
those obtained by the adapted methods. The proposed heuristics were also compared
with the optimal solutions found by the MILP formulation. The results showed that

our proposal can generate near optimal solutions in some cases.

» For the total tardiness criterion, addressed in Chapter 5, both heuristics and meta-
heuristics were tested. The proposed method BS-ICH showed the best results,
outperforming several methods from the literature. Also, the new heuristic was used
in conjunction with metaheuristics. The results show that the used of BS-ICH with

metaheuristics significantly improves the solution quality of the algorithms. As a


http://www.laor.prod.eesc.usp.br
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6.2

result, the proposed methods can be seen as a contribution towards the development

of new and better metaheuristics and not restricted only to heuristics methods.

Results

The following papers were published in indexed journals throughout the development

of this Thesis.

6.3

ROSSI, F. L.; NAGANO, M. S. Heuristics for the mixed no-idle flowshop with
sequence-dependent setup times and total flowtime criterion. Expert Systems
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Future research lines

For future work, the constructive heuristic proposed in Chapters 3, 4 and 5 can be

considered for other flowshop scheduling problems. Furthermore, since the second phase

of the heuristic RN (Section 3.2.2) does not consider the setup times (except for the

makespan calculation) it can be easily adapted, including for those problems without

no-idle machines or setup times.

The proposal of metaheuristics for the problem remains open with the aim of

providing high-quality solutions. The literature review showed that several metaheuristics

were proposed for related problems. Therefore, in future studies, the methods developed

in Chapters 3 and 4 could be integrated and compared with metaheuristics procedures.
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Finally, the mixed no-idle machines and the sequence-dependent setup times can
be extended to other manufacturing layouts, i.e hybrid flowshop, job shop, distributed

flowshop, among others.
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