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RESUMO

Os esquemas convencionais de assinatura digital mais usados na atualidade t€ém
sua seguranca ameagada com a possibilidade da constru¢cao de um computador quan-
tico de grande porte. Ademais, tais esquemas ndo tém se mostrado completamente ade-
quados para uso em plataformas com recursos computacionais extremamente escassos.
Surge entdo a necessidade da busca por alternativas que satisfacam as condi¢des de se-
guranca a médio e longo prazo, além de apresentarem desempenho razodvel quando
poucos recursos computacionais estdo disponiveis.

Este trabalho obtém assinaturas digitais pds-quanticas multivariadas quadréticas
e baseadas em hash mais eficientes e tem o intuito de tornd-las praticas em cendrios
como Internet das Coisas e Redes de Sensores Sem Fio (RSSF), caracterizados por
apresentarem dispositivos com recursos computacionais limitados. No contexto de
assinaturas multivariadas quadraticas, descreve-se uma nova técnica que tenta min-
imizar o principal gargalo desses esquemas, o grande tamanho de chaves. A nova
técnica explora certos anéis matriciais com estrutura compacta. Mostra-se que alguns
dos anéis analisados ndo sdo seguros (um dos ataques apresenta tempo polinomial),
enquanto outros anéis menos compactos aparentam nao sofrer ataque polinomial, mas
infelizmente ainda nio sdo adequados para uso em dispositivos muito restritos.

Por outro lado, descreve-se um método para obter assinaturas digitais baseadas
em hash que fornece reducdo das assinaturas para = 2/3 do tamanho original do es-
quema multi-time Merkle-Winternitz. De fato, o tamanho das assinaturas constitui
o principal gargalo desses esquemas. A melhoria também acarreta uma reducido em
~ 2/3 nos tempos de execucgdo (geracao de chave, geracdo de assinatura e verificagio
de assinatura) e no consumo de energia para essas operacdes quando executadas em
um microcontrolador AVR tipicamente usado em Redes de Sensores Sem Fio, o AT-
megal28L. Este resultado torna-se promissor para implantacao de assinaturas baseadas
em hash no cendrio de Internet das Coisas.

Palavras-chave: Criptologia. Assinaturas Digitais. Plataformas Restritas. Redes
de Sensores Sem Fio. Criptografia P6s-Quantica.



ABSTRACT

The conventional digital signature schemes widely used today may have their se-
curity threatened with the possibility of the rising of a large quantum computer. More-
over, such schemes are not entirely suitable for utilization on very constrained-resource
platforms. Therefore, there is a need to look at alternatives that present reasonable se-
curity in the medium and long term, in addition to attaining acceptable performance
when few resources are available.

This work provides more efficient multivariate and hash-based post-quantum digi-
tal signatures and targets the deployment in scenarios like Internet of Things and Wire-
less Sensor Networks where the typical devices are very resource-constrained. In the
context of multivariate quadratic digital signatures we describe a new technique that
attempts to minimize the main drawbacks of these schemes, the large key sizes. The
new technique explores certain structured compact matrix rings. Some of the analyzed
matrix rings are not secure (one of the attacks runs in polynomial time). Other less
compact matrix rings are investigated and they apparently do not suffer a polynomial
time attack, but unfortunately are still far from deployment on very constrained plat-
forms.

On the other hand, this work describes a method for hash-based signatures pro-
viding a = 2/3 reduction of the signature sizes in the Merkle-Winternitz multi-time
signature scheme. In fact, the signature sizes constitute the main bottleneck of these
schemes. The improvement also leads to a = 2/3 reduction in the run times (key gen-
eration, signing and verifying) and in energy consumption for all these operations on
an AVR ATmegal28L microcontroller, typically found in Wireless Sensor Networks.
This result is much more promising for the deployment in an IoT scenario.

Keywords: Cryptology. Digital Signatures. Constrained Platforms. Wireless Sen-
sor Networks. Post-Quantum Cryptography.
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1 INTRODUCTION

The requirements and restrictions imposed to software libraries are becoming in-
creasingly drastic due to the continuous reduction of devices’ available resources. This,
indeed, is a trend with the emergence of the Internet of Things (10T), where each object
in the real world is endowed with processing and communication capabilities. The un-
derlying resources may offer little processing power and storage in order to enable its
large-scale deployment at a low cost. A great number of applications require authenti-
cation services including health monitoring, software updates, M-factor authentication
in financial online transactions, and many others. A security framework for such an en-
vironment should be lightweight enough to not compromise the main applications, and
consume only a small relative amount of energy given that many devices are battery

powered.

Indeed, among the desired cryptographic primitives for the typical security ser-
vices, the bottleneck is certainly constituted by the asymmetric cryptographic algo-
rithms. There are few asymmetric alternatives in terms of the computational underly-
ing problem that security relies on. RSA, DSA, and ECDSA standards (GALLAGHER;
KERRY, 2013; UNE; KANDA, 2007), for example, are mainly based on the problems of
the integer factorization, discrete logarithm and elliptic curve discrete logarithm. In
1997, however, Peter Shor showed that a sufficiently large quantum computer solves
these problems in polynomial time, which would make the current standards obsolete
(SHOR, 1997). After Shor’s discovery, the cryptosystems that rely on problems conjec-

tured yet intractable under quantum attacks were promoted to the post-quantum realm.
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Thus, unfortunately, current standards do not belong to this realm, and seeking for
post-quantum alternatives is currently a quite intensive area of research (BERNSTEIN;

BUCHMANN; DAHMEN, 2009; BARRETO et al., 2014).

Amid the most promising alternatives for digital signatures, Multivariate Quadratic
(M Q) public key schemes have attracted researchers’ attention in the last two decades
for two reasons. First, they seem to resist to attacks by large quantum computers
and second, they have reasonable efficiency and simpler underlying operations, i.e.
operations based on small finite fields, thus avoiding multiple precision arithmetic.
Their main drawback is the large key sizes, having about 10 KiB for the most recent
works (PETZOLDT; BUCHMANN, 2009). Thus, a particular attention on reducing these

sizes is highly relevant.

Also, post-quantum hash-based signatures is another topic with many advantages.
A very special property is that their security is only based on a secure hash function
which is also necessary for the other digital signature schemes. And all the other
signatures rely on additional assumptions such as one-way trapdoor functions (NAOR;
YUNG, 1989). Another advantage is that there are a plenty of secure hash functions
in the literature, and in the case in which some adopted underlying hash function is
considered insecure, it could be easily replaced by another one. Thus, relying on a
very small assumption makes hash-based signatures very special. Furthermore, hash
functions are usually fast and demand small amount of memory when compared to
asymmetric primitives, being suitable for constrained devices. The drawback of hash-

based signatures is the signature sizes, and a particular focus on this issue is deserved.

Post-quantum digital signatures based on lattices also present some advantages.
They involve fast algorithms for generating and verifying a signature, based on less
complex operations including vector and matrix arithmetic. On the other hand, the
main challenge is the associated key sizes and signatures, for example 128 KiB in

(LYUBASHEVSKY, 2012). In this sense, there is an effort of improving these sizes to an
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acceptable level in order to make these schemes ready to use (BERNSTEIN; BUCHMANN;

DAHMEN, 2009; BARRETO et al., 2014).

It is worth to mention that there is a recent new post-quantum research topic based
on elliptic curve isogenies (COUVEIGNES, 2006; STOLBUNOV, 2012). In 2014, De Feo,
Jao, and Plut showed how to construct efficient and provable secure 1) key-exchange
with forward secrecy, 2) encryption and 3) zero-knowledge identification primitives
from the difficult of computing supersingular elliptic curve isogenies (DE FEO; JAO;
PLUT, 2014). Also in 2014, researchers extended the security of the new key-exchange
protocol to a form of digital signature with strong designated verifier (SUN; TIAN;
WANG, 2014). Subsequently, Jao and Soukharev came up with an alternative method
of creating undeniable signatures with designated verifier (JAO; SOUKHAREV, 2014).
Besides a full-fledged digital signature scheme has not been constructed yet based on

this new primitives, there is much room for upcoming breakthroughs in this area.

1.1 Scenario

Now we describe two scenarios which will serve as a target substratum for this
work, namely the Internet of Things and the Wireless Sensor Networks. These two
scenarios have in common the presence of small limited-resource devices able to com-

municate themselves and establish truly interconnected networks.

Since the above mentioned devices may be accessible to the external world, users’
data or online services may be exposed to malicious attacks including tampering,
eavesdropping and attempts to modify the transmitted data and insert unauthorized
messages into the network. Thus, there is a necessity of improving or building new
security mechanisms for this environment since the current ones — mainly Public-Key
Cryptography (PKC) algorithms may impose prohibitive use in this scenario (see Sec-

tion 1.2). It is essential that they be efficient enough to not seriously compromise the
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performance of the main applications running on the devices.

This is not an easy task, mainly when trying to construct public-key cryptography,

in particular digital signatures, which is much more expensive compared to symmetric

cryptography.

1.1.1 Internet of Things

A recent paradigm under intensive development is the Internet of Things. In IoT,
any real-world object may be equipped with computational capabilities provided by
embedded systems. Depending on the application, these devices may not only ex-
change information locally with peers, but also globally with entities on the Internet.
Most of them are also able to connect to the Internet, obtain new information, and up-
date themselves autonomously. To mention a few practical examples, we have Internet-
connected cameras that allow people to post pictures online with a single click; home
automation systems that turn on the front porch light when someone leave work; and

bracelets that share with friends how far someone have biked or run during the day.

A side-effect of the [oT interconectivity is the susceptibility to many network secu-
rity vulnerabilities. Thus, attacks that have been primarily targeted against PCs could,
suddenly, be launched against cars, mobile phones, e-tickets, RFIDs or even pacemak-

€rs.

The IoT scenario is typically characterized by having devices provided with very
limited processing power — sometimes less than a 10 MHz of clock — and small stor-
age resources — like 4 KiB of RAM. Further, this environment presents low bandwidth
communication channels such as ZigBee in Personal Area Networks based on the IEEE
802.15.4 communication standard and also SMS which supports only a very limited
message length. These channels present relatively higher transmission costs. For in-
stance, in the case of SMS, the sender may be charged an amount of money to transmit

each 140-byte message.
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1.1.2 Wireless Sensor Networks

Wireless Sensor Networks are composed of small autonomous devices, also
called sensor nodes, which are able to process and communicate data acquired from
the environment in which they are deployed. Their low cost and rapidity of deployment
make them particularly attractive for many applications requiring security services —
climate and health monitoring, pollution detection, building automation, etc (ARAM-
PATZIS; LYGEROS; MANESIS, 2005; PUCCINELLI; HAENGGI, 2005). Since sensor nodes
are usually deployed in large scale, manufacturing costs become one of the main con-

cerns for the designers and the underlying resources tend to be scarce.

In WSNs the energy consumption is more expensive for transmitting than process-
ing a bit of data (MARGI et al., 2010). The transmission of data in WSN devices is
expensive because the radio has to be turned on, spending a relatively higher amount
of energy to this task. This becomes more drastic given that data is transmitted through
small packets by the typical operating systems, e.g. a 29-byte payload is the default for
TinyOS operating system. The transmission of messages larger than the payload size
would incur increased time of radio turned on, trying to send all the packets, increasing
the battery drain which reduces sensor’s lifetime. Therefore, cryptographic solutions
must have low cost in terms of transmission overheads in addition to processing and

storage.

In short, there are two main sources of power consumption for deploying security
services in sensor nodes. The one dedicated to PKC computations itself and the one
related to communication of the higher level protocols using a security mechanism, e.g
the Elliptic Curve Diffie-Hellman key exchange with authentication provided by the
Elliptic Curve Digital Signature Algorithm ECDH-ECDSA used in SSL/TLS (DIERKS;

RESCORLA, 2008).

The candidate device selected for evaluating our solutions is the AVR low-power
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microcontroller ATmegal28L from Atmel which is typically embedded in MICAz sen-
sor nodes, widely employed in Wireless Sensor Networks. ATmegal28L has an 8-bit
CPU and operates at 7.37 MHz clock speed (MEMSIC, 2012). It provides 4 KiB of

SRAM and 128 KiB ROM (flash) storage.

1.2 Motivation

An important concern in the context of digital signatures for IoT is the question
of what digital signature schemes will remain secure and efficient in medium to long

terms.

We begin the motivation by first describing some application contexts where dig-
ital signatures are important. One scenario to be considered consists of software up-
dates. Today’s applications running on smartphones and PCs continuously receive
many software updates over time — many bugs are found and then fixed, security flaws
are frequently discovered and new features are often introduced. According to Yahoo
Aviate, Android users have an average of 95 applications installed per phone (SAWERS,
). If we assume that each application is monthly updated, an average user device would
receive 1, 140 software updates per year, which is a relevant amount of traffic and may
be easily susceptible to attacks by malicious entities trying to impersonate the software

providers and execute malicious code on users’ devices.

One sensitive application that receives software updates is described in the follow-
ing example. The recent Tesla Model S car is enabled for receiving over-the-air soft-
ware updates using a WiFi connection. So after receiving a new update the car’s owner
just have a brand new car with additional features. Tesla declares that the Model S is
not a car but a sophisticated computer on wheels (HIRSCH, 2015). One important ques-
tion that arises in the above scenario is: how a user’s device knows that the software

updates are authentic so that it can trust them? If there was no origin authentication
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a terrorist could pretend to be Tesla and remotely send a malicious software update

targeting a car accident.

Another example where authenticity becomes important is in the context of Soft-
ware Defined Networks (SDN). In SDN, network devices like routers and switches do
not need to execute routing algorithms anymore, they typically receive an already opti-
mized routing table for its network computed by a trusted controller. This kind of tech-
nology can be easily deployed in conventional wired network devices given the compu-
tational resources available. But trying to bring SDN to Wireless Sensor Networks for
example may constitute an issue given the scarcity of computational resources avail-
able like 4KiB of RAM and 7.37 MHz clock in a typical MICAz sensor node (MEMSIC,
2012). The recent work of Oliveira ef. al. provides an implementation of SDN over
WSNs consuming 3.2 KiB of RAM and does not include cryptographic primitives to
achieve end-to-end authenticity (OLIVEIRA; MARGI; GABRIEL, 2014). If no authentic
control messages are used in the name of the trusted controller, new attacks could
be launched. See for example the following survey describing WSN-related attacks

(MARGI et al., 2009)).

Fortunately, there are cryptographic services that provide origin authentication,
e.g. digital signatures. As described in Section 1, the most widely employed algo-
rithms for digital signatures are the RSA, DSA and ECDSA (GALLAGHER; KERRY,
2013; UNE; KANDA, 2007) relying their security on the computational problems of,
respectively, integer factorization, discrete logarithm and elliptic curve discrete loga-
rithm. We now argue that these standards are not fully suitable for use on constrained

devices in a medium to long terms.

Although integer factorization is believed to be hard, many cryptanalytic efforts
including distributed computation and use of dedicated GPUs have had some progress
over the years. Surprisingly, the advances are faster than the usual assumption that the

cryptanalytic progress halves the computational complexity every 18 months by the
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action of Moore’s law. Figure 1 (GRIEU, 2015) illustrates some milestones on factoring
integers (in particular, RSA numbers) using mainly the General Number Field Sieve

(GNFS) technique (LENSTRA et al., 1993).

Figure 1: Progress on factoring RSA numbers
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According to Figure 1, the blue points represent the academic progress which is
the most effective effort (see for example (BERNSTEIN; LANGE, 2014) which employs
dedicated hardware methodologies for this task). The red points illustrate the non-
academic groups progress including hackers and intelligence agencies. So far, non-
academic groups have always been some years behind academic efforts. The green
line gives a linear estimate of the academic factoring progress. Notice that in the 4-
year period of = 2005 — 2009 the moduli factorized jumped from 663 to 768 bits (in
blue), a 105-bit displacement, which is far ahead the expected effect of Moore’s law for
a 4-year period. Besides the current factoring record is a 768 bits modulus, by the end
of 2009, Kleinjung et. al. (KLEINJUNG et al., 2010) assume that it is not unreasonable
to expect that 1024-bit RSA moduli, still used in many applications, can be factored

well within this decade by an academic effort. According to the green line estimate
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in Figure 1 this factorization would happen by 2016. Other authors also share similar
opinion and consider that using an approach of combined GNFS with the Moore’s law

action this factorization is expected to occur somewhere around 2018 (BRENT, 2000).

In order to prevent against these cryptanalytic advances, RSA key sizes have to be
increased. The current recommendation by NIST is to use at least 2048-bit keys until
2030 offering 112 bits of symmetric security (GALLAGHER; KERRY, 2013). The draw-
back of RSA is that there is a known effect where each time the key size is doubled
the security level is increased by a factor smaller than two and the decryption becomes
6—7 times slower (COFFEY, 2012). Thus, sticking on RSA even considering a classical
scenario (no quantum computers involved) is not a great deal in any context. In addi-
tion in the case of a quantum scenario it turns out to be even worse for RSA when large

quantum computers are built becoming immediately insecure (SHOR, 1997) .

Even the alternative standards to RSA such that DSA and ECDSA are also not very
promising considering a classical scenario. Antoine Joux initiated a mini-revolution in
2012, by successive record-breaking in solving the discrete logarithm problem defined
over fields of small characteristic (JOUX, 2012; JOUX, 2013a; JOUX, 2013¢). One main
resulting effect is that supersingular binary elliptic curves are not anymore recom-
mended for cryptographic applications (GALBRAITH, 2013; JOUX, 2013b). This makes

the search for alternative digital signatures a relevant effort.

It is also important to mention that on constrained platforms, these standards (RSA,
DSA and ECDSA) do not profit a natural instantiation completely avoiding a crypto-
graphic co-processor, given their complex underlying operations, e.g. multiple preci-

sion arithmetic for medium and big finite fields.

Among the existing post-quantum digital signatures, many advances have been ob-
served in three lines: schemes based on hash functions (MERKLE, 1979), on multivari-
ate quadratic equations (MQ) over finite fields (WOLF; PRENEEL, 2005) and on lattices

(GUNEYSU; LYUBASHEVSKY; POPPELMANN, 2012). The searching for post-quantum al-
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ternatives a quite intensive area of research (BERNSTEIN; BUCHMANN; DAHMEN, 2009;

BARRETO et al., 2014).

From the above analysis it becomes clear that alternatives to today’s digital sig-
nature standards are required in two aspects: underlying computational problem and
efficiency in order to deliver satisfactory authenticity services on resource constrained

devices in medium and long term.

1.3 Goals

This work targets to improve the efficiency drawbacks of post-quantum digital
signatures making them more adequate for constrained embedded devices typical of
IoT and WSNss providing practical alternatives to today’s standards. In order to tackle
this goal this work will develop new optimization techniques for two promising post-
quantum digital signature schemes, namely multivariate quadratic (MQ) signatures

and hash-based signatures.

Shortly, this thesis intends to give a step forward to practicality of the two men-
tioned digital signatures and, to achieve that, the work will involve alleviating their
main drawbacks: multivariate signature key sizes and hash-based signature sizes, and
validating the practicality of the constructions through implementation for a very con-

strained device.

1.4 Methodology

In order to achieve the above described goals, it is necessary to conduct a literature
review concerning the construction of non-conventional digital signatures, in order to
better understand the state-of-the-art of these cryptosystems, what are the relevant at-
tacks, and how to select suitable parameters that resist them. Based on the review, new

approaches will be proposed for parametrizing the cryptographic schemes by introduc-
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ing a particular structure appropriate for compact representation.

The new approaches may introduce new shortcuts in turn for the attacks due to
the additional structure inserted. This fact must and will be taken into account by the
presented approaches and the possible attacks will be analyzed in order to obtain the

proper parameters.

The proposed cryptosystems must improve (when applicable) some of the follow-

ing relevant metrics for the target platforms:

e smaller key sizes,

e smaller signature sizes,

e smaller code size (ROM),

e smaller dynamic memory (RAM),

e acceptable run times for signature generation and verification procedures,

e reduced energy consumption.

It is worth mentioning that in the Internet of Things scenario, these metrics may
not be necessarily compared with conventional cryptographic schemes for the case
that any of them are not even deployable in the target platform. So the comparison
would be in relation to the available resources in the scenario bottlenecks. Indeed,
conventional schemes may not be even remotely deployable in some of the involved
platforms, with which a comparison would not make sense, merely by impossibility.
Instead, the concrete metrics for these platforms, that determine the semantic of the
"reduced" memory consumption and of the "acceptable" times, refer to the goal of
offering the desired cryptographic services in the available storage, and notoriously
exiguous, of ROM and RAM, without compromising the main application with unac-

ceptable perceptual run times due to the characteristic low speed of embedded devices,



26

i.e. the end user benefited by the offered cryptographic services, should not feel a
discomfort greater than he would feel with conventional schemes in typical platforms

with more resources.

To evaluate the memory-related, run time, and energy consumption metrics we
will provide a software implementation of the target algorithm candidate mainly in
C language, and Assembly language for critical procedures, for the MICAz wireless
sensor node whose characteristics were described in Section 1.1.2. For RAM and ROM
memory evaluation it will be used the values estimated by the avr-gcc compiler and
the program will be compiled along with the TinyOS operating system. The memory

consumed by the TinyOS will be discounted from the overall measured.

The MICAz sensor node is adequate for this work since besides of being a very
constrained device it can be also used to conduct energy measurements of the algo-

rithms following the methodology described below.

Energy measurement. When IoT devices have limited lifetime, which is the case
of wireless sensors powered by battery, energy consumption becomes an important
metric to take into account by the algorithms. Therefore, we also investigate energy
consumption of our implementation running on a MICAz sensor. In order to obtain an
accurate measurement of the energy consumption, we perform direct measurements on

the target platform.

A Agilent E3631A (AGILENT, 2010) power supply is configured to provide a con-
stant voltage to power the target device. The Agilent 34401 A (AGILENT, 2012) digital
multimeter (DMM) is used to measure the current flow as the different hardware sub-
systems become active/inactive during the tasks’ execution. Figure 2 shows a block
diagram describing our measurement setup: a GPIB (General Purpose Interface Bus —
IEEE 488 standard) cable is used to connect the Agilent 34401 A DMM to a computer
running the software LabView (NATIONAL INSTRUMENTS, 2012), which collects and

records the measurement samples. The reading rate of DMM is configured to 60 Hz.
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Figure 2: Measurements setup
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We run each algorithm and measure the current drained. We obtain the charge
via time integration of the current and, since voltage is constant, we have the energy
consumption. We also measure the system idle current drained (i.e., no particular
tasks being executed), obtaining the threshold that is deduced from the measurements.
Therefore, the system’s overall energy consumption is given by the energy consumed
by each task added to the energy consumed when the system is idle. This methodology

is described in (SANTOS et al., 2010).

The typical fingerprint of the current sampling graphic is shown in Figure 3. The
operating system idle consumption, i.e. no tasks running besides the OS, is shown in
green and the current-related to the algorithm execution is identified in grey (region
A). In order to separate the actual algorithm current drain consumption the overall area

is subtracted from the green area for a given time interval.

For our experiments we run the target operation a sufficient number of times at
once and divide the total energy amount by the number of iterations to get the con-
sumption of a single execution of the operation. This calculation is conducted using
a Python script that receives the LabView output file (current drained vs time) and
then computes the energy consumption in mJ. Afterward, we divide this value by the

number of iterations the target operation was executed.

In addition, the operation run time can also be obtained from the script using the
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Figure 3: Current sampling of the operation
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same methodology of dividing the total time detected by the script by the number of
iterations. We have checked that this methodology matches with the benchmarked run

times using the TinyOS timer in software.

1.5 Original Contributions

In the context of MQ signatures, a different approach to parametrize
UOV/Rainbow signature schemes is described, namely, adopting private keys that dis-
play a certain blockwise ring symmetry which is preserved when computing the asso-
ciated public key. Thus, in contrast to previous techniques in the literature, the new
construction builds both private and public keys as collections of elements from a suit-
able more compact matrix ring — hence the scheme name, RingUOV/RingRainbow. As
a result, smaller keys are achieved compared to the current techniques (PETZOLDT;

BUCHMANN, 2009; PETZOLDT; BULYGIN; BUCHMANN, 2010a; PETZOLDT et al., 2011),
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but unfortunately a negative result was obtained when adopting very compact matrix
rings (a polynomial time attack is found). Subsequently, a less compact matrix ring
is described which provides at most twice smaller keys than the previous in the liter-
ature, but this improvement is not sufficient for practical deployment on constrained

embedded platforms, and the overall security still casts doubt.

On the other hand, in the context of hash-based signature schemes, this thesis con-
tributes with an efficient signature scheme that not only yields shorter signatures than
the previous state of the art, but also enables faster key generation, signature genera-
tion and verification for the same security level and word size parameters. The result-
ing scheme is also less energy consuming. We provide a practical implementation for
a very constrained microcontroller, the ATmegal28L (@7.37MHz, 4KiB SRAM and
128KiB ROM), and argue that the resulting scheme is very suitable for constrained
platforms typical of the 10T, as well as similar or related scenarios, like wireless sen-
sor networks and intelligent habitats and environments. Even for this type of platform
the resulting signing times are about 0.3s, verification times 0.1s and the RAM con-
sumption is about 2.5 — 3KiB. Interestingly, in this particular platform the energy
consumption is proportional to the run time of the algorithms, so energy is reduced by
a proportional factor. A software library in C language was produced and is considered

an important by-product of this work.

During his PhD investigations, the author has also achieved results in subjects
not directly related to post-quantum digital signatures. They are briefly described in
Appendix 5.1. These works are extensions of the author’s MSc research regarding el-
liptic curve cryptography. In (PEREIRA et al., 2013), an efficient framework is designed
for secure SMS transmission over embedded devices using asymmetric cryptography
based on elliptic curves. In another work (BARRETO et al., 2015), the authors discov-
ered some weaknesses in many elliptic curves widely adopted in the literature, which

are related to subgroup security in pairing-based cryptography. In addition to pinpoint-
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ing these weaknesses, the authors were able to suggest curves for replacement having

small computation overheads compared to the previous weak curves.

1.6 Organization

Chapter 2 describe some basic concepts related to digital signatures. Then, Chapter
3 reviews the related MQ digital signatures in the literature and describe a new flexible
technique for reducing key sizes, called RingUOV/RingRainbow. The security of the
new constructions is also analyzed with practical experiments involving the known

attacks.

Chapter 4 focuses on reducing signature sizes in hash-based schemes and evaluat-
ing their practicality on very constrained platforms through software implementation

and benchmarks.

Finally, we make our conclusions and suggest open problems and future works in

Chapter 5.
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2  BACKGROUND AND CONCEPTS FOR
DIGITAL SIGNATURES

Many of the definitions and notations herein follow the book of Hankerson et.
al. (HANKERSON; MENEZES; VANSTONE, 2006) and the book chapter (BARRETO et al.,

2014).

One-way function. Let f : A — B be a function. f is said to be one-way if:

1. Given x € A, it is computationally easy to compute y = f(x).

2. Giveny € B, it is computationally hard to compute x € A such that f(x) = y.

In this definition, €; means that y is "randomly" chosen in f(A), where "randomly"

means here that the probability of obtaining a value y is exactly:

ltx € A, f(x) =yl
Al

One-way trapdoor function. Let f : A — B be a function. f is said to be

one-way trapdoor if:

1. fis a one-way function.

2. There is a secret piece of information s such that, given y €, B and s, it is easy

to compute x € A such that f(x) = y.

One-way hash function. A one-way hash function f is a one-way function with

the additional property that it can map arbitrarily large inputs onto much smaller ones
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of a fixed size. Thus, a hash function is many-to-one, implying that the existence of

collisions is unavoidable.

Cryptographic hash functions are used in security applications such as digital
signatures, identification schemes, key derivation, among others. Formally, a hash
function f : {0,1}* — {0, 1}" takes as input an arbitrarily long string m and returns a

fixed string r of size n, the hash value (that is, r = h(m)).

Since the image {0, 1}" of f is a subset of {0, 1}*, it is easy to see that more than
one message is mapped to the same hash value (or digest). Some applications require
that it be computationally infeasible for an attacker to find two random messages that
generate the same digest; one such example is that of digital signatures, in which the

hash of messages are signed, not the messages themselves.

The primary properties that a hash function f : {0, 1}* — {0, 1}* should possess

are preimage resistance, second-preimage resistance and collision resistance.

e Preimage resistance: Let r be a known digest. Then, it should be infeasible to

find a value m such that f(m) = r.

e Second preimage resistance: Let m be a known message. Then, it should be

infeasible to find m’ such that m’ # me f(m’) = f(m).

e Collision resistance: It should be infeasible to find a pair m,m’ € {0, 1}* such

that m’ # m and f(m') = f(m).

e Undetectability Some signature schemes consider an additional property called
undetectability. A function is called undetectable if an adversary cannot distin-
guish the output from f with a uniform distribution over its range. In practice,
this means that, given some n-bit element, an adversary is not able to tell whether

f was applied to it or not.

Another desirable property for practical applications, is that the hash function be ef-
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ficient (speed, memory, energy, etc.) when implemented on various computing plat-
forms (hardware and/or software). It is easy to see that a function that is collision

resistant is also second preimage resistant, but the reciprocal is not necessarily true.

Digital signature. Digital signatures were started by Diffie and Hellman (DIFFIE;
HELLMAN, 1976) where a signature scheme based on a trapdoor one-way function was
provided. The intuition is that given a message m as being the image of some function
f hard to invert, compute f~!(m) using s. Digital signature schemes can be used to

provide the following basic cryptographic services:

e data integrity: the assurance that data has not been altered by unauthorized or

unknown means.
e origin authentication: the assurance that the source of data is as claimed.

e non-repudiation: the assurance that an entity cannot deny previous actions or

commitments.

Ideally, a digital signature scheme should be existentially unforgeable under
chosen-message attack. This is a very important notion of security introduced by Gold-
wasser et al. (GOLDWASSER; MICALI; RIVEST, 1988). It asserts that an adversary who
is able to obtain some entity A’s signatures for any message of its choice is unable to

successfully forge A’s signature on a single different message.

Below we give the description of a generic digital signature scheme as a set of four

algorithms (Setup, KeyGen, Sign, Verify):

e Setup: with an input 1¥ for a certain security parameter k, the output is a set
params of parameters for the signature scheme attaining the desired security

level.

e KeyGen: Given a set params of parameters, generates the key pair (pk, sk).
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e Sign: given a message m and the signer’s private key sk, computes the signature

o for m with the key sk.

e Verify: given a message m, a signature o and a public key pk, the output is 1 if

o is a valid signature for m with the key pk, and O otherwise.

Pseudorandom function family (PRF) The notion of a pseudorandom function
family was proposed by Goldreich et. al. (GOLDREICH; GOLDWASSER; MICALI, 1986).
Pseudorandom functions exist if one-way functions exist, which in turn exist if secure
digital signatures exist (ROMPEL, 1990, Lemma 1). So pseudorandom functions exist

if secure digital signatures exist.

A pseudorandom function family is a length preserving family of functions defined

as

F(n) ={fi : {0, 1} = {0, 1}" | k € {0, 1}"}

where the key k selects a specific function member from the family. A PRF has the
property that its output can not be distinguished in polynomial time from a function
which is chosen randomly from the set of all functions with the same input and output

length.

In the original construction, the iterative application of f; consists of using its
output as input for the next iteration and the key remains fixed, and the notation f}(x)
denotes that the function is iterated i times on input x using key k for the first iteration.

Thus, we have f2(x) = fi(fi(x)) and f2(x) = x.

There is an alternative notation that appears in the literature for the iteration f,é (%)

where the output of the function is used as key for the next iteration instead of as input,

ie. £ = frw®) and £2(x) = x.

There are two main desired properties for PRFs:
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e second key resistance: given key k and preimage x, it is hard to find a key k" # k

such that f;(x) = fir (x).
e key collision resistance: given preimage x, it is hard to find two distinct keys &, k’

such that fi(x) = fir (x).

Group. A group G is a structure (G, %), constituted by a set G = a, b, c... endowed

with a binary operation (%), and its elements satisfy the following properties:

1 Closure: Ya,be G,axbe G

ii Associativity: Ya,b,c € G,(a *x b) x c =a % (b * ¢)

11 Neutral Element: de € G, such that: a xe =e xa=a,Yae G

iv Inverse Element: Ya € G,3a"' suchthat: a xa ' =a ' xa =e.

Note that the first property comes from the definition of the binary operation. In
the case that Ya, b € G we have a x b = b % a and the group is said to be commutative

or abelian (in honor of Niels Abel who first worked with these structures).

Ring. A ring A is an abelian group endowed with a second binary operation (x)

which is distributive over the underlying abelian group binary operation, and satisfies:

i A is an abelian group with respect to addition (and thus, A has a neutral element,

denoted 0, and Yx € A has an additive inverse, denoted by —x,

ii multiplication is associative and distributive with respect to addition,

i xxy=y=xx,Vx,y €A,

iv there exists 1 € Asuchthat 1 # Oand x*1 = 1 * x = x,Vx € A. This identity

element is unique.
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Matrix Ring. Another important concept used in Chapter 3 is the definition of
matrix rings. A ring R is called a matrix ring if, for some ring K and some positive

integer n,

R = K™, (2.1)

where K™ denoted the set of matrices n X n with components in K.
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3 MULTIVARIATE QUADRATIC DIGITAL
SIGNATURES

Multivariate Public Key Cryptosystems (MPKC) constitute one of the main public
key families considered potentially resistant against the powerful quantum comput-
ers. The security of MPKC schemes is based upon the difficulty of solving a random
non-linear system of equations over finite fields. In particular, in most cases, such
schemes are based upon multivariate systems of quadratic (instead of higher degrees)
equations because of computational advantages. Quadratic equations can always be
obtained from higher degree equations by applying degree reduction. The generic un-
derlying problem is known as Multivariate Quadratic Problem or MQ Problem, and it
was shown to be NP-complete by Patarin (PATARIN; GOUBIN, 1997). MPKC has been
developed more intensively in the last two decades. It was shown that, in general, en-
cryption schemes were not as secure as it was believed to be, while digital signatures

can be considered viable.

3.1 Preliminaries and Notation

For this chapter we define the hash function that computes documents’ digests
that will be in fact signed, by H : {0,1}* — FZ’ The expression X = [x1, ..., X,]
will denote a row vector whose components are the variables x; and, x" will be the

transpose of X, which in turn is a column vector.

Matrices will be denoted by capital letters. And more generally, for a finite set
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of matrices, an element in the k-th matrix of this set, located at the i-th row and j-th

column will be denoted by P,

The idea behind MPKC is to define a trapdoor one-way function whose image is
a non-linear random-looking system of multivariate equations over a finite field. A

typical MPKC public key is given by a set # of polynomials having the form

p = {pl(xl’ ceey xn)"" apm(xla ey xn)}
where each p; is a non-linear polynomial (usually quadratic) in variables (xy, - -+, x,):
pi(xt, ..., Xx,) = Z Pl(.f)xixj + Z Ll(.k)xi +c® 1<k<m (3.1)
I<i<j<n I<izn

where all the coefficients and variables are in F,,.

In order to make the previous definition simpler, we will adopt vector notation,

which is closer to practical implementations:
pi(x) = xPOX + LOX + P 1 <k<m (3.2)

where P® ¢ F7*" is a n X n matrix, whose entries are the coefficients of the quadratic
terms in p(x;, ..., x,). L% € Fj is a vector whose entries are the coefficients of
the linear terms in p(x;, ..., x,) and ¢® denotes the constant term of p(xy, ..., X,).
Figure 4 illustrates the pure quadratic transformation (or map) xP®'x™ whose evaluation

provides a certain element of the finite field denoted by i € F,.

In simple terms, the MQ problem consists of determining whether or not a given sys-
tem of multivariate quadratic equations over a finite field admits a solution over that

field. A formal definition for the search version of the MQ Problem is given as follows.

Definition 1 (MQ Problem). Solve a uniformly random generated system p;(x) =
p2(x) = -+ = pu(x) =0, where each p; is quadratic in variables x =[x, ..., x,] and

defined as in Equation 3.1. All coefficients and variables are in K = F,, the finite field
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Figure 4: Pure quadratic map or transformation
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with q elements.

In other words, the target of the MQ Problem is to find a solution x for a given
map # : [y — F'. In 1979, Garey and Johnson proved (GAREY; JOHNSON, 1979, page
251) that the decision variant of the MQ Problem over finite fields is NP-complete.
Unfortunately, the result of Garey and Johnson provides only a worst-case difficulty for
the decisional MQ problem (BELLARE; GOLDWASSER, 1994). Actually, the complexity
of the MQ problem strongly depends on the relation between n and m, and the actual

structure of the polynomials.

In this context, it is worth to mention that the proposed MQ signature schemes
in the literature do not rely their security exactly on the original M@ Problem. Ac-
tually, the security of the one-way trapdoor function constructed in practice, which
does not employ completely random systems but adds some structure to them, is based
on a related problem called the Isomorphism of Polynomials Problem or /P Problem,

proposed by Patarin (PATARIN, 1996) which has the following definition:

Definition 2 (Isomorphism of Polynomials Problem). Let m,n € N be arbitrarily
fixed. Further denote P,Q : Fy — F' two multivariate quadratic maps and T € F™",

S € F;™ two bijective linear maps, such that P = ToQo S. Given P and Q, find T and
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In other words, the /P Problem goal is to find T and S for a given pair (P, Q). Note
that, originally, S was defined as an affine instead of linear transformation (PATARIN;
GOUBIN; COURTOIS, 1998). But, Braeken ef al. (BRAEKEN; WOLF; PRENEEL, 2005,
Sec. 3.1) noticed that the constant part is not important for the security of certain MQ

schemes and thus can be omitted.

3.2 Construction of MQ Key Pairs

Generically, a typical MQ private key is constituted of two linear transformations
T and S along with a quadratic transformation Q. Note that Q will present certain par-
ticular trapdoor structure. Two distinct trapdoor structures are presented in Section 3.3
for the UOV and Rainbow signature schemes (KIPNIS; PATARIN; GOUBIN, 1999; DING;

SCHMIDT, 2005), which are the most promising ones.

The trapdoor structure will allow the signer to easily solve the public MQ system
in order to generate valid signatures. The public key is simply given by the composition
P =ToQoS. For some signature schemes it is not necessary to explicitly use the
map T, since it is reduced to the identity (BERNSTEIN; BUCHMANN; DAHMEN, 2009,

Chapter 6).

The main difference among distinct MQ signature schemes falls in the trapdoor
structure of Q. Since public keys have the same structure in most schemes, verifying a
signature follows the same procedure, in other words, just checking if a given signature
X is a solution of a public quadratic system p,(x) = i, 1 < k < m. For other trapdoor

constructions the reader can see for example (WOLF; PRENEEL, 2005).

It is worth to mention an obvious optimization in the public matrices P® defined
over fields of odd characteristic, that provides a reduction by a factor about two in the

space representation. From the definition of the summation of the quadratic part of
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pi(x1, ..., x,) (Equation 3.1), the coefficient of the term x;x; is ng) + P;];), thus, one
can update the coefficient ng) with the value ng) + PE_’;) and the coefficient PE.’? with
zero for i < j < n, what makes the matrix P* upper triangular, thus storing about half

of the size of the full matrix.

After turning matrices P®) into upper triangular form, one is able to define a unique
public matrix called the public matrix of coefficients, denoted Mp. Each row of Mp is
given by the linearization of the coefficients of each upper triangular matrix P®, by
simply transporting them to a row vector. Figure 5 illustrates this construction. The

form Mp will be useful for viewing the set of public matrices as a single one.

Figure 5: Public matrix of coefficients Mp
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Now we present the UOV signature scheme and its more efficient generalization,

the Rainbow signature scheme.

3.3 UOV and Rainbow MQ Signatures

One of the main still secure MQ signature families is the Unbalanced Oil and Vine-
gar (UOV) construction which was proposed by Patarin (KIPNIS; PATARIN; GOUBIN,

1999). The name Oil and Vinegar came from the fact that variables (uy,--- ,u,) of a
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certain quadratic private system can be separated in two subsets O = (uy,- - ,u,) and
V = (wpns1,- -+ »U,), in such a way that the oil and vinegar variables are never mixed
in the quadratic terms (like the disposition of the oil and vinegar mixture in a salad

dressing).

Formally, the trapdoor structure consists of defining a purely quadratic map, called

the central map, Q : F* — F" with the following structure

Q={filur, ..., up),..., fuur, ..., u,)}

and
k
St o) = Y QO uy = QT (3.3)
I<i<j<n
The central map has a special restriction in its polynomials fi(u,...,u,). It is

imposed that a certain part of its coeflicients be zeros. The set of variables u is divided
in two subsets, the one of vinegar variables u; withi € V = {1,.-- ,v} and the one of
oil variables u; withi € O = {v+1,--- ,n} of m = n—v elements. The restriction on the
polynomials f; is that they have no term combining any two oil variables. That assures
that we do not have quadratic (or crossed) terms in oil variables. Thus, we only have

terms combining the following sort of variables v X v and o X v.

Patarin showed that given the above construction one can fix arbitrary values for
the vinegar variables, resulting in a linear system in the oil variables. This remaining
linear system will have a solution with high probability, i.e. 1 — 1/¢g, and can be
solved using gaussian elimination with complexity O(n3). The structure of the private

polynomials is the following:

flw,wy = Y OPuu+ > 0w (3.4)

i,jeV, i<j i€V, jeO
In order to generate a signature x € Fy of a given message M, particularly of its

hash h = H(M) € F}, the signer is required to invert the map P(x) = Q(S(x)) = h.
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Defining X’ = x - S, one first solves the multivariate system, xX’Q®x’" = i, 1 <k < m,

finding x°. Finally, the signature x = x’S ~! is computed.

As explained before, the structure of the matrices Q® allows to efficiently solve
the MQ system, by choosing v vinegar variables at random and then solving the re-
sulting system for the remaining m oil variables. If the linear system has no solution,
repeat the process by choosing new vinegar variables until it has a valid solution. The
signature generation is illustrated in Algorithm 3.3.1. The verification procedure is

also illustrated in Algorithm 3.3.2.

Algorithm 3.3.1 Signature Generation

Require: To sign a message M solve the equation P(x) = T o Q o S(x) = h, where
h =H(M)
Ensure: A valid signature x
1: Compute the hash h = H(M) € F ;" with a secure hash function H : {0, 1}* — IF;”
2: Compute y = T!(h)
3: Randomly choose (uy, -+ ,u,) < F(VI
4: Compute X’ such that x> = Q~'(y) (using Gaussian Elimination). If no solution is
found go to step 3
Compute x = §(x)
6: The signature of M will be x € F,, in which Q~!(y) means computing one among
the possible preimages of y

o

Algorithm 3.3.2 Signature Verification

Require: Receives a signature x € F, and public key P, this algorithm checks if
P(x)=0
Ensure: Valid or Invalid.
1: For each 1 < k < m, check that xP®x™ = 0 € F,,.
2: If xP®OXT # 0 for any k return Invalid.
3: return Valid.

Verification. A signature x for 4 = H(M) is valid, if and only if, all polynomials
pr constituting the public key have their evaluation satisfied, i.e. pi(xy,---,x,) =

xPOXT =, 1 <k <m.
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The consistency of the verification P(x) 2 his described next

p(x) = xPx"
= x(Q 0 S)X"
= x(S QS X"
= (S (S QSHK'S "
= X'(S7'$)HOE™(S K
= X [QIX""
= x’Ox”"

= h.

Historically, UOV signatures were proposed to fix a security problem in the origi-
nal Oil and Vinegar (OV) construction (PATARIN, 1997), for which the number of vine-
gar and oil variables are the same, i.e. balanced oil and vinegar. Unfortunately that
construction was shown insecure (KIPNIS; SHAMIR, 1998). Next, a new modification
was introduced to make it secure by unbalancing the amount of each subset (v > m),
what originated the Unbalanced Oil and Vinegar (UOV) signature (KIPNIS; PATARIN;
GOUBIN, 1999). Figure 6 illustrates the structure of each UOV private quadratic trans-

formation.

In order to hide the trapdoor structure at polynomials f;, an invertible linear trans-
formation S € F;*" is applied to the right of Q. So the resulting public map is # = QoS.
The private key is given by the pair sk := (Q, S) and the public key is composed of
polynomials P := p(x1,- -+ ,x,) = {p1(x1,- -+, X),-*+ , pux1, -+ , Xp)}. So, it becomes
clear that the security of the system is not directly based on the MQ Problem and in-
deed recovering the private key is related to the difficult to decompose £ in Q and S, in

other words, to solve the /P Problem. For the UOV scheme, v > o0, (KIPNIS; PATARIN;
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Figure 6: UOV central map

uy ... u, ... U,
Uy
Vinegar variables
o = | i y
0 . Oil Variables
un

Source: Adapted from (CZYPEK; HEYSE; THOMAE, 2012)

GOUBIN, 1999) showed that a specific attack has a complexity of roughly O(qV*”*104),
when v & 0 = n — v. This means, that if o is not too large (< 100) and a given fixed
field of size ¢, then v — o should be large enough, but also not too large, to ensure the

security of the scheme.

However, one must notice that in this scheme the message to be signed is a vector
in Fy and the signature is a vector in Fy™. This means that the signature is at least twice

the size of the message and with a large v + o the system becomes less efficient.

An improved variant of the UOV scheme is the Rainbow (DING; SCHMIDT, 2005)
signature scheme. Rainbow was proposed by Ding and Schmidt, whose main advan-
tage are the shorter signature footprints attained compared to UOV (THOMAE, 2012a,

Section 3).

The basic idea behind Rainbow signature is to separate the m private UOV equa-
tions in smaller ranges or bands and partitioning the variables accordingly, in other
words, each band has its own oil and vinegar variables. After a band is processed, all
of its variables become the vinegars for the next band and so on until the last band is

processed.

Typically the central map is divided in only two bands, since this configuration has
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been shown the most suitable in the sense that it avoids certain structural attacks and

keeps the signatures reasonably short (THOMAE, 2012a).

Figure 7: Rainbow central map Q with two bands

v, 0, Vi, 0,
PJ\-—\FJ\—\ ,—/\—\F/\-—\
Vi 0
............................ v,{ (B
0, 0 0
0O : 0 0 Oy f 0
structure of O, ... Q™ structure of Q@*, ..., 0%/

Source: Adapted from (CZYPEK; HEYSE; THOMAE, 2012)

Rainbow central map Q with two bands for example is divided in two layers as
shown in Figure 7 where v, and o; are the number of vinegars and oils of the first
layer and v, and o0, are the number of vinegars and oils of the second layer. Note that

V) =01 + V.

The signature procedure is similar to UOV procedure, choosing vinegars at random
for the first band in order to be able to compute the oil variables as in UOV. Then, these

computed variables (vinegars plus oils) are used as vinegars for the next layer.

To give an idea of the efficiency of these signature schemes, a comparison among

the different parameter sizes will be provided at the end of the Section 3.9.3.

3.4 The Cyclic UOV Signature

An interesting step toward the reduction of UOV/Rainbow key sizes was made
by means of the Cyclic UOV/Rainbow constructions (PETZOLDT; BUCHMANN, 2009;
PETZOLDT; BULYGIN; BUCHMANN, 2010a). Petzoldt et. al. noticed the existence of a

linear relation between part of the public quadratic map and the private quadratic map.
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That relation was exploited in order to construct key pairs in a different unusual way
being able to reduce the public key size. The idea is to first generate the quadratic part
of the public key with a desired compact structure and then computing the quadratic

part of the private key by using the linear relation.

Therefore, it is possible to obtain shorter public keys while the private ones remain
random looking and without any apparent structure. The structure suggested by Pet-
zoldt et. al. was the one that uses circulant matrices, that is the origin of the name
Cyclic UOV (PETZOLDT; BUCHMANN, 2009). Circulant matrices are very compact,
since they can be represented by simply their first row. Thus, the public key can be
stored in an efficient manner, apart from some advantages in processing like Karatsuba

and Fast Fourier Transform (FFT) techniques.

Cyclic UOV keys are constructed as follows. Firstly, one generates an invertible
linear transform S € FZX", where S ;; < F,, 1 <i, j < nand, from S, one computes the

aforementioned linear relation and denoted by Ayoy := af ]S

Sri'Ssii:.j

S,i+Ss+S8,- S, otherwise

In order to illustrate how the public and private matrices of coefficients, Mp and
M., are related, we have initially Figures 8 and 9 that separate the proper parts of these
matrices.

Figure 8: Cyclic UOV — Public matrix of coefficients

" mx¢t'
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’

n(n+ 1)
+ mv, =
2 2
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Figure 9: Cyclic UOV - Private matrix of coefficients

s ¢ - mx¢'

{=v(v2+ 1)+mv, [,zn(n;- 1)
Source: Author
Blocks B of Mp and F of My obey the relation B := F - Ayoy(S). Thus, for the
key generation, one may first generate matrix Mp with B with circulant structure and
then computing F := B- A} (S). That methodology was able to reduce UOV public

vov

key size in about 6 times for the security level of 80 bits.

As mentioned above, MQ signatures have been developed more intensively in the
last two decades. Many constructions have been proposed toward key size reduction

which is the main disadvantage today.

3.5 A New Approach to Reduce UOV Key Sizes Ex-
ploiting Matrix Rings

Differently from the original UOV/Rainbow constructions the new idea does not
consider keys as a set of generic matrices containing random elements. Actually, it
views each matrix as a block matrix whose entries are another block submatrices from a
certain matrix ring of compact representation. Matrix ring operations that preserve the
compact structure allow that the block-oriented structure propagates from the private
key to the public key. In practice, in order to apply the composition P¥ = SQ®ST,
when S and Q% are block matrices as suggested, multiplication is performed by blocks
and not simply as independent rows and columns. Thus, when two blocks from the ring

are multiplied, the structure is preserved in the resulting block of the public key. In ad-
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dition to multiplication, the operations of sum, subtraction, inversion and transposition
must also preserve the structure by blocks, which is not satisfied by triangular matrices

for example as we will see later in this section.

Let ]FSX” denote the ring of the generic random p X p-matrices. Under the new
block matrix construction, matrices S and Q* are constituted by n’ X n’ blocks of

dimension p X p, where n’ = n/p.

k k
So v | S Qé) QZ')—l
S=| ¢ |8 Lo¥=

k k
S(n’—l)n’ s | S e Q( ) .. Q;) = Q°%°

(n’—)n’ 21

where each §;, 0 € F/”. The resulting public key P® = § Q07 is

T
k k k k
PO | P So | | Swa oy |- a%, So | | Swa
(k) (k) (k) X
P(n'—])n' P,,/z_l Sw-w | | S Q(n’—l)n’ 0 Sw-w | | Sy

Thus, at first sight, the more compact the ring structure R C ng,: , the smaller the

key sizes obtained.

It is possible to achieve even smaller sizes if each block submatrix is also from a
compact ring, creating therefore a layered structure. Besides the property of compact-
ness, another property a particular ring can have is more efficient underlying opera-

tions.

Figure 10 illustrates an apparently possible compact ring to be adopted, the upper
triangular matrix ring: the most external matrix consists of p X p blocks; and each one
of these are another triangular p’ X p’-matrix of smaller blocks, and so on, until reach-
ing the most internal 1 X 1-block being a element of the underlying finite field (in the
example, all the blocks have dimension 3 X 3). The lighter regions are zero elements;

the total size occupied corresponds to the total area in darker color. An inherent prob-



50

lem of this matrix ring in our context is that when the operation S is applied the ring
structure is broken in the resulting public key, thus losing the desired compactness.
Therefore, our matrix rings candidates must be closed under transposition to be useful.

Figure 10: Multi-layered block matrix structure

l

Source: Author

Another obvious ring to be studied is the circulant matrix ring. Circulant matrices
can be simply represented by their first row with p elements, which is by a factor p
smaller than random matrices having p* independent elements. Thus, circulant matri-
ces can be dealt and stored as vectors. In addition to the storage advantage, circulant
matrices also offer opportunities for faster matrix arithmetic, including operations re-
lated to solving linear systems of equations of the type Cx = y, which is a highly used
operation in multivariate digital signatures. The efficiency gain in circulant matrices is
related to the fact that they belong to a convolution ring, which allows diagonalization

and, thus, more efficient underlying operations (GULAMHUSEIN, 1973).

Convolution ring. Let R be a commutative ring and p a positive integer. The
convolution ring of dimension p over R, denoted C,(R), is the set of the circulant

matrices p X p with entries in R.

In general, a circulant p X p-matrix is illustrated as the following
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Co Cp-1 ce Co C1

C1 Co  Cp-1 2
C= C1 Co

Cp-2 Cp-1

Cp-1 Cp-2 i Co

“PXp

where we adopt ¢; € F,.

In order to further reduce the key sizes, one can think about reproducing the above
circulant structure for more than one layer. The ring R itself can be a convolution ring
(of dimension g) over some other ring R’, resulting in a convolution ring in two layers
C,(C,4(R")), which is abbreviated as C,,(R’). More generally, we write C,, ... ,,(R) :=
Cp(...Cp(R)...), a convolution ring of d layer and dimension p; --- p; over some
ring R. The innermost ring will be usually a finite field IF,. Figure 11 illustrates the
circulant matrix ring in two layer, C3(Cs(R)), with p = 3 and g = 5.

Figure 11: 2-layer circulant matrix ring

Source: Author

Note that instead of 15% = 225 elements, the block matrix above needs only 3x5 =

15 elements to be stored and reconstructed later.

In the case where the innermost ring is a finite field, and if this field has a p;-
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th primitive root of unity (j = 1,...,d), then the ring elements C,, .. ,,(F,) can be
diagonalized simultaneously. Although, multiplication and inversion in convolution
rings have complexity no more than quadratic in the ring dimension, diagonalizable
matrices reduce this complexity even further to O(p log p) in the ring dimension, p =
p1 - - - pg- Unfortunately, we will show a negative result for the circulant matrix ring in

Section 3.7.

3.6 Circulant UOV and Rainbow Signatures

The new construction over the circulant matrix ring is easily plugged into MQ
signature schemes such as UOV and Rainbow, resulting in the first variants of them that
we call here RingUOV and RingRainbow. In the case of RingRainbow, it is possible
to adopt an additional block structure for each layer, consisting of a particular non-
trivial symmetry among distinct layers. Using this trick, a further reduction factor of
~ 2p? could be achieved. Public keys based on a layered circulant structure could get
one order of magnitude smaller than the best previous sizes in the literature if shown

secure.

Unfortunately, after a deeper security analysis the circulant matrix ring was shown
to present too much structure so that one of the attacks performed in polynomial time.
Afterward, we found a less compact matrix ring with an apparent better resistance to
the attack (yet exponential), giving keys smaller than in the literature but much larger
than the achieved from the circulant matrix ring. Next section describes the detected

security problem on circulant matrices.
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3.7 A Vulnerability on Simultaneously Diagonalizable
Matrix Rings

Concerning the apparent advantage of the circulant rings, or more generally, of
the simultaneously diagonalizable rings, we found that these rings are not adequate for

cryptographic applications.

We have conducted practical experiments based on the reconciliation attack. In
particular, the computational complexity observed from algorithms F, and Fs5 for
Groebner bases computation revealed a very efficient behavior for the circulant convo-
lution ring. In fact, a polynomial behavior was observed — compared to an exponential
asymptotic behavior exhibited against a plain Rainbow scheme. The same kind of be-
havior appears when the circulant ring is changed by others simultaneously diagonal-
izable rings, such as the negacyclic, cyclosymmetric, bisymmetric and others having

linear number of independent elements.

The observed behavior can be explained with the following considerations. A
generic random linear system with m equations and n variables has, usually, O(n*)
distinct quadractic terms. However, if the blocks of the system come from a simul-
taneously diagonalizable ring, there exists a unique matrix which diagonalizes all the
blocks. Meaning that it is possible to obtain from the public system, an equivalent sys-
tem with all blocks in diagonal form. But the diagonal matrices constitute themselves
a ring, and the elements of these blocks interact very weakly with each other because
blocks are extremely sparse, thus reducing the number of quadratic distinct terms of
the MQ system of equations corresponding to just O(n). For example, a UOV system
with parameters (v = 2m, 0 = m) and m X m blocks would have, at most, only 6m = 2n

distinct quadratic terms.

Unfortunately, this behavior is unavoidable, due to the own nature of the simul-

taneously diagonalizable rings. Consequently, the cost of the reconciliation attack is
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drastically smaller than the expected, except if p is very small, say p = O(lgm). In this

case, however, it is not possible to reduce key sizes by a big factor as initially desired.

It is worth mentioning that the same vulnerability would be present in any other
MQ scheme, not just the ones from the UOV family, since the attack does not depend
on the structure of the secret trapdoor, but only on the public key with blocks coming

from a simultaneously diagonalizable ring.

In short, the "obvious" choice of the circulant rings and similar ones, that fre-
quently occurs in lattice-based and code-based cryptosystems, was shown not to be

adequate for MQ schemes.

3.8 RingRainbow/RingUOV over Alternative Matrix
Rings

The weakeness of the simultaneously diagonalizable rings reminds a vulnerabil-
ity detected in anomalous elliptic curves (SATOH, 1998; FREY; RUCK, 1994), which
immediately suggests the question: what rings are secure and efficient for MQ cryp-
tosystems? Naturally, the generic ring IFZXP is adequate in terms of security, since it
directly represents the plain UOV/Rainbow schemes, in analogy to totally random el-

liptic curves. However, this trivial ring is clearly inefficient, as random elliptic curves.

Another possibility found, which partially answers the above question, is to adopt
the centrosymmetric matrix ring. Centrosymmetric matrices are not simultaneously
diagonalizable, differently from the circulant matrices; in fact, they are not even com-
mutative, but since they constitute a ring, the composition Q o S preserves the block
structure, and gives a reduction of a constant factor ~ 2. Thus, if a multi-layer structure

could be securely chosen, one would get a total reduction of a factor ~ 2 for £ layers.
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3.9 The Centrosymmetric Matrix Ring
Here we introduce a ring class that satisfies the ring conditions. One may call the

resulting construction CentrosymmetricUOV/-Rainbow. Let J be the following matrix

(called exchange matrix):

0 0 . 01

00 . 1 0
J =

0 1 00

1 0 00

That is, J contains 1’s in the secondary diagonal, and O in all other entries. The matrix

J is an involution (J? = I) and symmetric (JT = J).

Definition 3. A centrosymmetric matrix is a matrix A that commutes with the exchange

matrix J.

Figure 12 shows the typical structure of a centrosymmetric matrix. Equal colors
indicate identical elements of [F,. The interest on centrosymmetric matrices for MQ

cryptosystems arises from the Theorem 1.

Theorem 1. Centrosymmetric matrices constitute a closed ring under the transposition

operation.

Proof. 1t is sufficient to show that the sum, product, neutral elements (additive and
multiplicative), inverse elements (additive e multiplicative) and the transpose of cen-

trosymmetric matrices are, in turn, centrosymmetric, i.e. commute with J.

In the following, for the pertinence properties, O denotes the zero matrix and / the

identity matrix, both of appropriate dimensions. A and B are generic centrosymmetric:

e (Pertinence of the sum): (A + B)J =AJ+BJ =JA+JB=J(A+B).
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e (Pertinence of the product): (AB)J = A(BJ) = A(JB) = (AJ)B = (JA)B =
J(AB).

e (Pertinence of the neutral elements): OJ = JO, IJ = JI.
e (Pertinence of the additive inverse): (—A)J = —(AJ) = —(JA) = J(-A).

o (Pertinence of the multiplicative inverse, considering non-singular A): AJ =
JA & AN ANHAT = A71JAAT © (AT'A)JAT = ATHJAATY) o JAT =
A7l

e (Pertinence of the transpose): ATJ = (JTA)T = (JA)T = (AN)T = JTAT = JAT.

It can be trivially proved one more property, that a scalar multiple of a centrosymmet-
ric matrix is also centrosymmetric: (cA)J = c(AJ) = c¢(JA) = J(cA). This further
establishes that, more than a ring, centrosymmetric matrices constitute an algebra over

IF,, closed under transposition. O

Experiments with the reconciliation attack were also conducted for the centrosym-
metric ring. The resulting behavior of the attack is apparently exponential. This is not

surprising, since the associated MQ system contains yet O(n?) distinct terms.

Figure 12: 6 x 6-Centrosymmetric matrix

Source: Author

Centrosymmetric matrices contain only a fraction f(p) = [(p* + 1)/2]/p* of

independent elements. More precisely, a Centrosymmetric p X p-matrix contains
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L(p* + 1)/2] independent elements. In the version with ¢ layers, supposing the sim-
plest case where m = p’, the public keys will have |pk| = (pL(p?> + 1)/2]) elements of
IF,. This means that when using a centrosymmetric structure of {-layers the key size

reduction factor is about 2¢ compared to a random-matrix ring.

Example 1: Adopting m’ = p = £ = 3, aRingUOV public key, built with a centrosym-
metric ring over F, for the security level 28 contains 3375 elements of the finite field,
occupying only 1688 bytes ~ 1.65 KiB. In contrast, the best result in the literature

(Table 1) has keys of = 10.2 KiB. The reduction in this example is by a factor 6.

It can be noticed from the Example 1, that keys based on the centrosymmetric ring
(if shown secure) would fit in some embedded platforms. On the other hand, another
security problem was found for multi-layered rings including the centrosymmetric one.
When many layers are introduced, the dependency among elements of different layers
is very high, giving a large amount of dependent elements in the full matrix. The
attack is sensitive to this degree of dependency, i.e. the resulting degree of regularity
decreases, improving the behavior of algorithms like F’5. The attacks are described in

Section 3.9.2.

3.9.1 Security of CentrosymmetricUOV

In order to provide a fair comparison between UOV and Rainbow schemes, con-
sidering memory consumption and run time, firstly, one needs to choose parameters
for the same security level. Therefore, we review the last attacks and the choices of

parameters.

3.9.2 Parameter Selection for the UOV Signature

Direct Attack. In order to forge a single signature, an attacker would have to solve

the related public key system of m quadratic equations in n variables over the field F,.
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The most common approach to find a solution is to first guess v variables randomly.
This yet preserves a solution with high probability. The best form to solve the remain-
ing multivariate quadratic system with m equations and variables is to guess an appro-
priate number of additional variables (called tradeoff) and then use the F's algorithm,
to compute the related Groebner basis (see the technique Hybrid Approach of Bet-
tale et al. (BETTALE; FAUGERE; PERRET, 2009; BETTALE; FAUGERE; PERRET, 2012)). In
short, first the degree of regularity d,,, is computed. For semi-regular sequences, which
generic systems of equations are assumed to be, the degree of regularity is defined as

the index of the first non-positive coefficient of the Hilbert series S,

[T, - 2%

Smn: s
’ (I=2)n

(3.5)

where d; is the degree of the i-th equation and S, is a rational function in the vari-
able z. The degree of regularity allows to get a precise knowledge of the complexity
of Groebner basis computation for semi-regular systems of equations. In this case,
d,., decreases as m increases. Thus, the more the system is overdetermined, more
quickly its Groebner basis can be computed. Then, the complexity of solving a zero-
dimensional system (semi-regular) using the F5 algorithm (BETTALE; FAUGERE; PER-

RET, 2009, Prop. 2.2) is

n+de,—1 “
o5z ))) ao

where « is called the linear algebra constant, 2 < @ < 3. This work will adopt @ = 2

targeting an upperbound for the security.

Recently, Thomae et al. showed that it can be done even better than simply guess-
ing v variables randomly (THOMAE; WOLF, 2012). Computing these v variables through
the linear systems allows to solve a quadratic system of m— L%J equations and the same

number of variables afterward.
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In (BETTALE; FAUGERE; PERRET, 2012), the authors show the best results for solv-
ing a generic non-linear system of equations, including MQ@ systems, over a finite field
F, with ¢ > 2 and log(q) < n, obtaining asymptotic complexity 2"¢31-362124™) for the

Hybrid Approach method and using, mainly, the F'5 algorithm.

Key recovery attacks. There are two known key recovery attacks at the moment.
The first one is a purely algebraic attack called the reconciliation attack (BERNSTEIN;

BUCHMANN; DAHMEN, 2009, Sec. 5.5, pg 226). In order to obtain the private key S,

k+1

5 )m quadratic equations in kv variables for an optimal parameter k € N is

solving (
required. The second attack is a variant of the Kipnis-Shamir attack against the UOV
scheme (KIPNIS; SHAMIR, 1998). Its general complexity is O(q“’"“m“). Notice that
v = 2m is very conservative in order to prevent this attack, thus, a smaller v can be
chosen since that m is sufficiently large. For the case k > 2, even the reconciliation

attack will not gain considerable advantage from choosing a smaller v, and the same

occurs for the direct attack.

3.9.3 Practical Experiments

In addition to the above-mentioned theoretical results, we have conducted exper-
iments using Magma with the two most relevant attacks against the Centrosymmetric
variant of the original UOV (KIPNIS; PATARIN; GOUBIN, 1999) construction: the (equiv-
alent) key recovery and the signature forgery. The idea of the key recovery attack is
that the attacker tries to recover an equivalent private key for a given public key in or-
der to sign messages on behalf of the legitimate owner of that public key. In practice,
the attack consists of solving a system of equations constructed with the public key

and the knowledge of the structure of the private key.

In the case of the signature forgery attack, the attacker simply tries to solve the
public system for a desired hash of some message. The attacks are carried out by tai-

loring an equivalent system of quadratic equations, which can be solved by using effi-
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Figure 13: Key recovery attack against our CentrosymmetricUOV construction
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cient algorithms to this purpose (i.e. the so-called Groebner Bases algorithms (BOEGE;
GEBAUER; KREDEL, 1986)). Both key recovery and signature forgery attacks in Magma

against our CentrosymmetricUQV are analyzed.

In order to illustrate these results, we show in Figure 13 that both prime and binary
fields provide an exponential behavior of the attack. Note that the binary case is exper-
imentally a bit less secure, so we will give more emphasis on prime fields. In addition,
Figure 14 compares the behavior of the signature forgery against plain UOV and Cen-
trosymmetric UOV for prime and binary fields. The experiments also confirm that,
even though the Centrosymmetric UOV over binary fields still displays an exponential
behavior against such attacks, it remains less secure than prime field constructions. It
also shows that the CentrosymmetricUOV behaves quite similarly to plain UOV for
prime fields for one single layer. On the other hand, from our experiments, when more
than one layer is introduced, the degree of regularity decreases, so this unexpected

behavior casts doubt on the security of this construction.
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Figure 14: Signature forgery attack against our Centrosymmetric UOV construction
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One explanation is that there are too many dependent elements in a multi-layered

structure that makes the attack sensible to this variation.

Table 1 illustrates a comparison of the new RingRainbow/RingUOV and other vari-

ants UOV/Rainbow already published. The parameters for RingRainbow/RingUOV

refer to the security level

9102 _ 5110

, although the practical levels for some of them

may be smaller due to the recent (generalized Rainbow Band Separation attack) with

good keys and other variants (THOMAE, 2012a; THOMAE, 2012b). It can be noticed

that both private and public keys are much smaller for RingRainbow/RingUOV than

for previous proposals in the literature, but as it was argued the new constructions do

not present satisfactory security.

3.10 Conclusions about MQ Signatures

This work on reducing MQ key sizes showed the following items:
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Table 1: Parameter comparison of MQ signatures for a target security levels between

2102 _ 2110 depending on the construction. The signing key sk and the public key pk

are given in KiB. The hash size |hash| and the signature sizes |sig| are given in bits.
construction | sk |pk| |hash| |sig| ref.
Rainbow(FF»4, 30, 29, 29) 75.8 1134 232 352 (PETZOLDT; BULYGIN; BUCHMANN, 2010b)
Rainbow(F3, 25, 24, 24) 59.0 777 232 392 (PETZOLDT; BULYGIN; BUCHMANN, 2010b)
CyclicUOV (Fys, 26, 52) 145 76.1 208 624 (PETZOLDT; BULYGIN; BUCHMANN, 2010a)
NC-Rainbow(Fjs, 17, 13, 13) 25.5 66.7 384 672 (YASUDA; SAKURAL; TAKAGI, 2012)
Rainbow(F»s, 29, 20, 20) 42.0 582 272 456 (PETZOLDT; BULYGIN: BUCHMANN, 2010b)
CyclicLRS(Fys, 26, 52) 713  13.6 208 624 (PETZOLDT; BULYGIN; BUCHMANN, 2011)
UOVLRS(Fys, 26, 52, 26) 71.3 11.0 208 624 (PETZOLDT; BULYGIN; BUCHMANN, 2011)
CyclicRainbow(Fy, 17, 13, 13)  19.1  10.2 208 344 (PETZOLDT; BULYGIN; BUCHMANN, 2010a)
RingRainbow(F3;, 135, 15 ,30) 1.2 2.1 225 900 this work (circulant ring)
RingUOV(Fs, 246, 41) 0.9 0.7 205 1435 this work (circulant ring)
RingUOV (Fs, 246, 41) 4.4 4.7 204 610  this work (centrosymmetric ring)

Source: Author

e a new general method, called RingUOV/RingRainbow, for the construction of

the key pairs for the UOV/Rainbow signatures is proposed, which is character-
ized by partitioning the matrices representing the keys into more compact blocks

belonging to a certain matrix ring.

In contrast to the literature, where only the public key or only the private key are
reduced, RingUOV/RingRainbow reduces simultaneously both the private and

pubic key sizes.

A general construction was designed, adopting a secure ring that allows to reduce

the keys by a factor a, or a factor ~ o, using recursively the ring structure in £
layers.
A totally insecure ring class was found, i.e. the ring produced by simultaneously

diagonalizable matrices, with respect to the reconciliation attack.

A less compact ring class of non-simultaneously diagonalizable matrices (in par-
ticular, the centrosymmetric matrices) was found, where the reconciliation at-
tacks were shown not to be exponential for the one-layer construction but when
more layers are adopted the attack performs better, and the resulting security

does not cast confidence.
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The above mentioned results do not give a good perspective on achieving the goals
of this thesis regarding the search for good candidates to be deployed in very con-
strained platforms. We consider this a negative research result. Fortunately, we will

give better results toward this direction from the realm of hash-based signatures.
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4 HASH-BASED DIGITAL SIGNATURES

Internet of Things (IoT) purports to connect a vast range of equipments via the
Internet, as long as the underlying device is connected directly or indirectly to any-
one supporting IP protocol. This includes extremely constrained platforms, with as
little as 64 KiB ROM and 4 KiB RAM as certain SIM cards. While this is commonly
enough for symmetric primitives (hash functions, block and stream ciphers, and even
richer constructions like authenticated encryption with associated data), it may push
most asymmetric primitives beyond the available computational resources on such
platforms. Yet, securing a typical Internet of Things scenario requires, at the very
least, a basic public-key infrastructure (PKI) able to support public-key encryption and

digital signatures, which are themselves based on asymmetric primitives.

While encryption can be attained with fairly modest resources by adopting lattice-
based schemes (HOFFSTEIN; PIPHER; SILVERMAN, 1998) or code-based schemes (MIS-
OCZKI et al., 2013), offering even the most basic functionality of digital signatures on
the most stringent platforms is no easy task. Obvious and more exotic candidates alike
suffer from the extreme lack of computational resources on some of those platforms,
which currently seem to be at, or already beyond, the bare minimum needed to estab-
lish a full-fledged PKI. This lack of an efficient signature functionality constitutes a
serious hindrance to the very concept of the 10T, especially if resorting to more expen-

sive processors or Co-processors is not an option.

Hash-based signatures, which originally appeared somewhat too far-fetched for
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actual deployment, turned out to be a very promising tool for the aforementioned
scenario. On the one hand, their main drawback — which was a very long key gen-
eration time, have been for the most part successfully addressed in recent research
works (BUCHMANN et al., 2007). On the other hand, practical considerations like the ac-
tual signature size and consequent bandwidth occupation, as well as leakage-resilience,
have also been addressed, with very promising results (BUCHMANN; DAHMEN; HULS-
ING, 2011; EISENBARTH; MAURICH; YE, 2013; HULSING, 2013b; ROHDE et al., 2008).
Although they do constitute true digital signatures in the sense of public-key cryp-
tosystems, such schemes are based on entirely symmetric primitives, which are readily
available on constrained platforms, are typically very efficient, and appear to resist at-
tacks mounted even with the help of quantum computers, to the extent that hash-based
signatures have been promoted to the category of quantum-resistant, or post-quantum,
cryptosystems. Yet, given the extreme scarcity of resources one finds in IoT processors,
full establishment of a secure environment for realistic applications requires that all
cryptographic features be made as lightweight as possible, and hash-based signatures
are no exception. It therefore makes sense to look for the most efficient constructions

rather than sticking with proofs of concept.

Also in a quantum scenario, quantum computers do not harm the security of hash-
based signature — the best known quantum attack is Grover’s algorithm — allowing
exhaustive search in a set with n elements in time square root of n using lgn space
(GROVER, 1996; GROVER, 1997). While other signature schemes rely on additional
intractability assumptions to generate a signature, a hash-based solution only needs a
secure hash function for the same procedure. Therefore the security of the scheme
holds with the hash function used. If the latter one gets compromised, it can be re-

placed. The underlying scheme is not affected.

Some hash-based schemes even reduce the need for a collision-resistant hash func-

tion to one that only needs to withstand attacks on the second-preimage (DAHMEN et
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al.,, 2008). As an example practical attacks against the collision-resistance of the MDS5
function are known, but one still does not know about relevant attacks on the second-

preimage property.

4.1 Preliminaries

Universal One-Way Hash Functions (UOWHEF, "woof''). A universal hashing
(in a randomized algorithm) refers to selecting a hash function at random from a family

of hash functions with the following property:

Target Collision-Resistance (TCR). Given an element x in the domain (chosen
by the adversary), when a member /4 is chosen at random from a hash family H, it is
infeasible to find a different domain element x” which collides with x, i.e. h(x) = A(x’).
The security notion of TCR is stronger than second-preimage resistance, but weaker

than collision resistance.

Merkle Trees or Hash Trees (Wikipedia, 2015). A hash tree or Merkle tree is a
tree in which every non-leaf node is labeled with the hash of the labels of its children
nodes. Hash trees are useful because they allow efficient and secure verification of
the contents of large data structures. Hash trees are a generalization of hash lists and
hash chains. Demonstrating that a leaf node is a part of the given hash tree requires
processing an amount of data proportional to the logarithm of the number of nodes of
the tree; this contrasts with hash lists, where the amount is proportional to the number
of nodes. The concept of hash trees is named after Ralph Merkle who patented it in

1979 and introduced them in (MERKLE, 1979).

4.2 One-time Signature Schemes

A one-time signature scheme is characterized by the fact that a key pair can only

be used once to sign one single message. One-time signature schemes first appeared
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in the works of Diffie and Lamport (DIFFIE; HELLMAN, 1976; LAMPORT, 1979) and

Rabin (DEMILLO et al., 1978, Chapter “Digitalized signatures”).

Merkle (1979) proposed a technique to transform a one-time signature scheme
into a multi-time signature scheme able to sign an arbitrary but fixed number of mes-
sages. We now review some of the most relevant one-time and multi-time hash-based

signature schemes in the literature.

4.2.1 Lamport-Diffie One-time Signature Scheme

The Lamport-Diffie one-time signature scheme (LD-OTS) is as old as public-key
cryptography (it was proposed within its founding seminal paper (DIFFIE; HELLMAN,
1976)). A more complete description of the scheme was given in (LAMPORT, 1979).
Since its original proposal, LD-OTS has not suffered any relevant attacks, making its
security very reassuring. An important advantage of LD-OTS is that its security as-
sumption is only the existence of a one-way function. As main drawbacks we mention
the large private and public key sizes and the necessity of authenticating every public
key for each message to be signed. Fortunately, there are many recent improvements

addressing these issues.

We first give the intuition behind LD-OTS with a toy example for signing a single
bit message. Let b be the bit to be signed, and f be a length-preserving one-way
function. Firstly, the signer simply generates two private strings of n bits, xy and x;,
and computes the one-way function on them y, = f(xp) and y; = f(x;). The private
key is composed of the private strings {xo, x;) and the public key by their evaluation by

f> (vo, y1)- Then, the public key is (authentically) delivered to a verifier.

The signature generation is quite simple, if the bit b to be signed is zero, the signer
reveals x to the verifier, otherwise x; is revealed. Under the reception of x;, the verifier
computes f(x,) and checks if it is equal to the respective y,. It is clearly difficult to

forge a signature in this construction since it involves to invert the one-way function f.
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Notice that for signing a fixed-size n-bit message, a storage of 2n? bits is required
for each private and public keys. For example, to achieve a security of at least ~ 228,
the one-way function must have at least 128 bits. Therefore, the private and the public

keys must have at least 2 1282 = 32768 bits (4 KiB).

Next, we give a more complete and formal description of (LD-OTS). Let n be a

positive integer, the security parameter of LD-OTS. LD-OTS uses a one-way function
0, 1} — {0, 1},
and a cryptographic one-way hash function (no need for collision-resistance here)

G :{0,1}" — {0, 1}".

LD-OTS key pair generation: The signature key x consists of 2n bit strings of length n

chosen uniformly at random:
x = (x[0L, xo[1], ., 5,1 [0, i [1D) €p {0, 1)
The verification key y is
¥ = Gol0L yol 11, ... yaet [0yt [1D € {0, 1},
where y;[b] = f(x;[0]),0<i<n-1,b=0,1.
LD-OTS signature generation: The digest d of a message M is signed using the
signature key x. Letd = G(M) = (dy, - . ., d,—1). The signature of d is

o= (00,00 1) = (Xoldo), ..., X1 [duy]) € {0, 1},

The signature o is a sequence of n bits strings, each one of length n, and the

signature elements are chosen from the key x according to the bits of the message
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digest. Then, for each bit d; of d, it selects the corresponding string of length n from
the private key x, that is, the algorithm selects x;[d;]. To verify a signature, the verifier
first computes the message digest d = G(M) = (d, . . ., d,_1) and selects y;[d;] from y,

the verification (public) key. Then, it checks whether

o = (f(00), ..., flon-1) = Goldol, . - ., yu-1[dn-1 D).

If this holds, the signature is accepted as valid; otherwise it is rejected. Observe that

signature verification requires n evaluations of G while signing requires no evaluation

of G.

Figure 15 illustrates the Lamport scheme. In the example, let’s assume that the
function f(x) = x + 1 mod 16 is a one-way function. For the public key generation,
2n evaluations of the one-way function are required, one for each element of x. For
signature verification, n evaluations of the one-way function are required, one for each
element of o

Figure 15: Lamport-Diffie OTS scheme example.
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4.2.2 Winternitz One-time Signature Scheme

Winternitz proposed an improvement to Lamport’s one-time signature scheme, re-
ducing the size of the signatures, additionally to the public and private key sizes. The

basic idea of the Winternitz OTS is to sign several bits at once.

The Winternitz one-time signature scheme (W-OTS) was invented just after Merkle
presented his thesis in 1979 but was first publicly described in (MERKLE, 1988). Its
formal security proof in the standard model was given later and is based on a secure
collision-resistant hash function (or a universal one-way hash function). The security
proof is a consequence of the work of Hevia and Micciancio (HEVIA; MICCIANCIO,
2002) which is more general and proves the security for many one-time signatures
using graph-based equivalences. The dedicated security proof for W-OTS was first

given in (DODS; SMART; STAM, 2005).
W-OTS uses a one-way function
f:1{0,1}" = {0, 1}"
and a cryptographic hash function
G :{0,1}" = {0, 1}",

where n, m are positive integers. W-OTS uses a tradeoff parameter w which is the
number of bits to be signed simultaneously. Larger values for w result in smaller
signature keys and longer times for signing and verification. A comparative analysis
of the run times and key sizes in terms of parameter w for the original W-OTS is found

in (DODS; SMART; STAM, 2005).

W-OTS key pair generation: Given parameter w € N, the private key is

X =(xp,...,x1-1) €& {0, 1}(n,L),
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where the x; are chosen uniformly at random. The size L is computed as L = €| + ¢,

where

{mw P_longlj +1+w
, t, =
w

The verification key

Y = o, .-->y1-1) € {0, 1}0

is computed by applying the one-way function f to each element of the signature key
2" — 1 times:

yi= 1" ), for i=0,...,L—1.

In order to minimize storage requirements, in the case of implementation for con-
strained devices, the use of a pseudorandom number generator (PRNG) described in
(BUCHMANN et al., 2006; NIST, 2012) is suggested. This PRNG enables the recovery of

all signature keys based only on the initial seed SEED,, SEED;, — (RAND, SEED,,,).

Figure 16 shows an example of a key pair generation in the Winternitz sig-
nature scheme, using a PRNG and a one-way function. The PRNG computes
PRNG(SEED,) — (x;, SEED,). This scheme produces smaller signature keys than
Lamport’s, but it increases the number of one-way function evaluations from 1 to 2" —1

for each element of the key signature.

W-OTS signature generation: To generate a signature, first compute the message digest
d = GM) = (d,...,d,1). If necessary, add zeros to the left of d, so as to make the

bitlenght of d divisible by w. Then, d is split into £; binary blocks of size w, resulting

ind = (dyl| . ..|lde,-1), where || denotes concatenation. The d; blocks are represented as
integers in base-w, thus belonging to {0, 1,...,2" —1}. Now, a checksum c is computed
as

£-1
c=> 2" = 1-m).
i=0

Since ¢ < ¢;2", the length of the binary representation of c is less than [log, £,2"|+1 =

[log, ¢;] + w + 1. If necessary, add zeros to the left of ¢ in order to make the bitlength



72

Figure 16: Winternitz key pair generation using a PRNG
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of string ¢ divisible by w. Then, the extended string ¢ can be divided into ¢, blocks
¢ = (coll...|lcg,—1) of length w. Let b = d|c be the concatenation of the extended string
d with the extended string c. Thus b = (bl|b1|| . . . [|1br-1) = (doll . . . llde,~1llcoll - - - llce,-1)-

The signature is computed as:

o= (00,5 00) = (00, SO ), ST ().

W-OTS signature verification: To verify signature o = (0, ...,0-1) of message M,
first calculate (by, ..., b; 1) in the same way as in the signature generation; then, com-
pute

o-l’,:fbi(o-i), for i=0,...,L-1.

Finally, check whether

O-/ = (O-éa "O-,L_l) =Y = (yO’---’yL—l)'
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If the signature is valid, then o; = f%(x;) and, therefore.

o) =7 ) = yi

holds fori =0,1,...,L — 1.

4.3 Merkle Signature Scheme

Merkle developed a meta-construction enabling for a multi-time signature scheme
that uses one-time signatures and a binary tree (MERKLE, 1979). We call Merkle’s
construction the Merkle Signature Scheme (MSS). MSS uses a binary tree whose leaves
are computed from one-time signature key pairs. The internal nodes of the tree are
computed by simply concatenating their two children and hashing the result. The
general public key will be the root of the tree. For instance, given a tree of height 4,
the public key consists of one single tree node (the root) that authenticates all the 2"

OTS key pairs (the leaves).

Merkle did not provide a security proof in his original work. In 2005, Coronado
gave MSS’s first formal security proof in the standard model and it is based on the ex-
istence of collision resistant-hash functions (CORONADO, 2005). In 2008, Dahmen et.
al. provided a slightly modified version of MSS with a security proof that requires the
weaker assumption of second-preimage resistance from the underlying hash function

(DAHMEN et al., 2008).

Most of the new recent MSS variants come with a security proof in the standard
model and outperform RSA in many settings regarding run times. The main drawback
of MSS is the signature size which to a large extent depends on the underlying one-time

signature scheme used.

Merkle key generation. To generate the Merkle public key (pub), which is the

root of the Merkle tree, one must to first generate 2" one-time key pairs in order to
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obtain all the leaves.

So a one-time signature algorithm generates the private keys X[u] and the public
keys Y[u], for each leaf, enumerated as u = 0, ..., 2h — 1. Algorithm 4.3.1 describes

the procedure of a one-time key pair generation.

Algorithm 4.3.1 Winternitz one-time key pair generation (Leafcalc)

Require: Winternitz parameter ¢ and w; seed SEED,.
Ensure: verification key Y;
for(i=0,i<L,i++)do
(x[i], SEED,) = PRNG(SEED,);
ylil = £l
end for
Y=GGIOIll. .. IyIL - 11);
return Y;

Merkle public key generation (pub): Algorithm 4.3.2 generates the Merkle tree public
key pub. The input values are: the initial leaf leaflni and tree height 4. Each leaf node
nodelu] of the tree receives the corresponding verification key Y[u]. The inner nodes
of the Merkle tree node[parent] contain the hash value of the concatenation of their
left and right children, nodelle ft] and node[right], respectively. Each time a leaf u is
calculated and stacked in stackNode, the algorithm checks if the nodes at the top of the
stackNode have the same height. If the nodes have the same height, the two nodes will
be unstacked and the hash value of their concatenation will be pushed into stackNode.

The algorithm terminates when the root of the tree is calculated.

Figure 17 shows the order in which the nodes are stacked on the tree according to
Algorithm 4.3.2. The nodes in gray represent the ones that have already been gener-
ated. For example, the 4-th node generated (leaf u = 2) received Y[2]. The 3-rd node

is the hash result of the concatenation of the nodes 1 and 2.

MSS signature generation. Scheme MSS allows the generation of 2" signatures
for a tree of height 4. Suppose we want to sign u messages, for u = 0,..,2". Each

message Mu] is signed with the one-time signature key X[u] resulting in a signature
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Algorithm 4.3.2 Merkle public key generation (CalcRoot)

Require: Leaf leaflni; tree height h; seed SEED;,,.
Ensure: The root of the tree pub.
Create a stack stackNode.
SEED, = SEED;,
for (u = leafIni, u < 2", u++) do
(SEED,, SEED[u + 1]) = PRNG(SEED[u));
nodelu].digest = G(Leafcalc(L, SEED,))
Push node[u] in the stack stackNode
while The nodes at the top of the stackNode has the same height do
Pop node(right]
Pop nodelle ft]
Compute node[ parent].digest = G(nodelleft].digest||node[right].digest)
if node| parent).height=h then
return (node| parent])
else
Push node[ parent] into stackNode
end if
end while
end for

-

Figure 17: Merkle public key generation (pub)
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olu].

The authentication path Aut is used to store the nodes in the path needed to authen-

ticate leaf Y[u], eliminating the need for sending the whole Merkle tree to the receiver.

The Merkle signature X consists of one-time signature o[u] for the leaf u, the
corresponding verification key Y[u], the index u (leaf index) and its authentication

path, Aut = (Aut[0], .., Aut[h — 1]). Therefore, the signature is

2 = (u,olul, Y[ul, (Aut[0], ..., Aut[h — 1])).

Notice that the one-time public key Y[u] may not be transmitted, since it will be
recomputed from the one-time signature o[u] and if the signature is legitimate, Y[u]

will be correctly authenticated in the Merkle tree.

The classic authentication path algorithm. The classic authentication path algo-
rithm (Path Regeneration Algorithm) (MERKLE, 1979) computes node authentication
path Aut for each tree leaf, needed to authenticate public key pub of the Merkle tree.
This algorithm uses two stack variables, Aut and Aux. Stack Aut contains the current
authentication path and stack Aux saves the next authentication nodes which will be
needed. Aut is formed by the proper siblings at each level of the authentication path

which connects the leaf to the root of the Merkle tree.

We now describe the computation of the authentication paths. The first authentica-
tion path is generated during the execution of Algorithm 4.3.2. The next authentication
path is generated if a new signature is required. In Figure 18, the nodes in gray show

the first authentication path Aut for the leaf u = 0.

Output and update phases: Algorithm 4.3.3 shows the steps for producing the
authentication path for the next leaf u in the tree. The algorithm starts by signing the
leaf u = 0; then, the leaf is updated in one unit, and the next authentication path is

computed efficiently since only the nodes that change in the path will be updated.
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Figure 18: First authentication path state in Algorithm 4.3.2
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Algorithm 4.3.3 The Path Regeneration Algorithm (MERKLE, 1979)

Require: Tree height /; seed SEED;,.
Ensure: One authentication path Aut.
for (u=0,u <?2" u++)do
for (j =0, j < h, j++) do return Aut of leaf u
A signature with leaf u is done
for (j=0,j<h, j++)do
if (u+1)/(2) = 0 then
Update Aut[j] = Aux[j]
nodep; = (u+1+2)@®2/.
Aux[ j] = CalcRoot(nodey,;, j, SEED,,).
end if
end for
end for
end for
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Algorithm 4.3.3 updates authentication nodes by executing function
CalcRoot(node,,;, h, SEED;,).

The function CalcRoot executes Algorithm 4.3.2 for node nodey,;. After 2" rounds, the

value of the selected node will be computed.

MSS signature verification.  The signature verification consists of two
steps (BERNSTEIN; BUCHMANN; DAHMEN, 2009, Chapter “Hash-based Digital Signa-
ture Schemes”): in the first step, signature o is verified by using the one-time verifica-
tion key Y[i] and the underlying one-time signature; in the second step, the public key
of the Merkle tree is reconstructed by the verifier which uses the authentication path
(plO],..., p[h]) and leaf i. Index i is used to decide the order in which the authentica-
tion path is reconstructed. Initially, for leaf i, p[0] = G(Y[i]). Foreach j =1,2,...,k;
the node p[h] is computed using the condition (|i/(2/")] = 1 mod 2) and the recursive

formula

] G(Aut[j— 1|l plj— 1D if i/(27H)] = 1 mod 2;
pul=
G(plj— 1]||Aut[j — 1]) otherwise.

Finally, if the value p[h] is equal to the public key pub, the signature X is valid.

One possible drawback of MSS is being stateful, which means that one cannot
have a signing key shared across multiple devices and the scheme may be vulnerable
to "restart attacks" where the scheme is forced to re-use a secret key, compromising
the security. This may be a problem in applications where the same key should be
shared between several devices or threads, for example TLS using load balancing. On
the other hand, MSS is highly suitable in the context of constrained embedded systems

where each device takes care of its own private key.
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4.4 CMSS - An Improved Merkle Signature Scheme

The CMSS scheme is a variant of the MSS scheme with reduced private key size,
key pair generation time, and signature generation time (BUCHMANN et al., 2006).
CMSS is able to sign up to 2** documents with a reasonable time for all the opera-
tions key generation, signature generation and signature verification when compared

to RSA and ECDSA.

In the CMSS scheme, two MSS authentication trees are used, a subtree and a main
tree, each one with 2/ leaves, where j = h/2. Thus, the number of possible signatures
can be increased in relation to MSS. Note that MSS becomes impractical for & > 25
since private keys are too large and the key pair generation takes too much time. For
example, to generate 22 signatures, two trees with 2!° leaves each are generated with
CMSS, while with MSS, a single tree with 220 leaves is constructed. Therefore, key

generation time is reduced.

In order to improve signature generation time, CMSS uses Szydlo’s treehash al-
gorithm (SZYDLO, 2004), which is more efficient for constructing authentication paths
which requires logarithmic space and time. This algorithm creates the paths in a se-
quential manner, i.e. the path for leaf i + 1 is created after the path for leaf i. Since
to verify the authentication path one also needs to know the value of i, a one-time sig-
nature implemented using Szydlo’s algorithm will reveal the time ordering of different
issued signatures. In some applications this may be an issue. Szydlo’s algorithm was
improved in (BUCHMANN; DAHMEN; SCHNEIDER, 2008), whose purpose is to balance

the number of calculated leaves in each authentication path update.

To reduce private key sizes, a pseudorandom number generator PRNG (NIST, 2012)
is used, and only the seed of the PRNG is stored. By using a hash function of # bits and
the Winternitz parameter L, the signature key will have (L - n) bits. Thus, one needs

only to store a seed of n bits.
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The CMSS public key is the root of the main tree. The messages are signed using
the leaves of the subtree. After the first 2/ signatures have been generated, a new

subtree is constructed and used to generate the next 2/ signatures.

CMSS Key generation: For key pair generation, the MSS key pair generation is
called twice. The subtree and its first authentication path are generated. Then, the

main tree and its first authentication path are computed.

The CMSS public key is the root of the main tree. CMSS uses Winternitz as the
underlying one-time signature scheme. Figure 19 shows the CMSS scheme.

Figure 19: CMSS signature scheme

«—— Merkle public key

main tree

subtree

Source: (BARRETO et al., 2014)

CMSS signature generation: CMSS signature generation is carried out in various
parts. First, the one-time signature of the message is computed using the leaf of a
subtree. After that, the one-time signature of the subtree’s root is computed using the

leaf of the main tree. This signature will be recalculated in the next signature only if
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all the leaves of the current subtree have already been used. Then, the authentication
path of both trees (main and subtree) is appended in the signature and the next
authentication paths are computed. Thus, the next subtree is partially constructed, and

the CMSS private key is updated.

CMSS verification: To verify the CMSS signature, checking the roots of both

subtrees and both one-time signatures is required.

In (BUCHMANN et al., 2006) CMSS was shown to be competitive in practice,
presenting a highly efficient implementation within the Java Cryptographic Service
Provider FlexiProvider and showing that the implementation can be used to sign mes-

sages within Microsoft Outlook.

4.5 GMSS - Signatures with Virtually Unlimited Sig-
nature Capacity

The GMSS scheme was published in 2007 (BUCHMANN et al., 2007). It is another
variant of the Merkle signature scheme, which allows for a virtually unlimited num-
ber of 2% messages to be signed with one key pair. The basic construction of GMSS
consists of a tree with T layers (subtrees). Subtrees in different layers may have dif-
ferent heights. To reduce the cost of signature time, GMSS distributes the cost of one
signature generation across previous signatures and key generation. Thus, this scheme
allows for the choice of different parameters w of Winternitz in different subtrees, in

order to produce smaller signatures.

GMSS Key generation: For each subtree, the one-time key generation algorithm com-
putes the signature keys and Algorithm 4.3.2 calculates the roots. The first authentica-
tion path of each subtree is stored during generation of the root. Then, the signatures X,
of Merkle subtrees, for 7 = 2,...,T will be computed to be used in the first signature.

Since those signature values change less frequently for the upper layers, the precom-
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putation can be distributed over many stages, resulting in a significant improvement of
the signing speed. To ensure a small size for private keys, only the seed for the PRNG

needs to be stored.

GMSS signature generation: The root of a subtree is signed with the one-time signature
key corresponding to the parent tree. Root, denotes the root of the tree 7. o, denotes
the one-time signature of Root., which is generated using the leaf / of parent 7. The

message digest d is signed using the leaves on the deepest layer 7.

The number of messages that can be signed with a GMSS key is § = 2+

where 1, ... hy are the heights of the subtrees. The GMSS signature consists of:

e the leaf index u;
e the one-time signatures o7y and o, fori=2,...,T, j=0,..., Qhtthio

e authentication paths Aut[7;;,l;] of leaves [;, for i = 1,....,T, j =

0,...,2m%+ha

During the signature generation roots Root,,, are also calculated, as are the au-

,1
thentication paths Aut[7;;,0] of trees 7;;, for i = 2,...,T. The signature generation
is split into two parts. The first, online part, computes o;. The second, offline part,

precomputes the authentication paths and one-time signatures of the roots required for

the upcoming signatures.

GMSS verification: The GMSS signature verification is essentially the same as that of
schemes MSS and CMSS: the verifier checks the one-time signatures o; and Oy, for
i=2,...,Tand j =0,...,2n*++h-1 — 1 Therefore, she verifies the roots Root, for

7 =2,...,T, and the public key using the corresponding authentication path.
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4.6 XMSS - eXtended Merkle Signature Scheme

The hash-based signature scheme XMSS is a variant of MSS and being the first
practical forward secure signature with minimal security requirements (BUCHMANN;
DAHMEN; HULSING, 2011). This scheme uses a function family F and a hash function
family G. XMSS is efficient, provided that G and F are efficient. The parameters of
XMSS are: n € N, the security parameter; w € N(w > 1), the Winternitz parameter;
m € N, the message length; 4 € N, the tree height; the one-time signature keys x €

{0, 1}", chosen randomly with uniform distribution; a one-way function family
F,={fx :{0,1}" = {0, 1}"|K € {0, 1}"},
and a hash function gg, chosen randomly with uniform distribution from the family

G, = {gx 110, 1) — {0, 1)"IK € {0,1)".)

The one-time signature key x is used to construct the one-time verification y, by
applying the function family F,,. In (BUCHMANN; DAHMEN; HULSING, 2011) the fam-
ily function used was fx(x) = G(Pad(K)||Pad(x)), for a key K € {0, 1}", x € {0, 1}".

Pad(z) = (z]|]10°7-1), for |z| < b, where b is the size of the hash function block.

The XMSS scheme uses a slightly modified version of the WOTS proposed
in (BUCHMANN et al.,, 2011). This modification makes collision resistance unneces-
sary: the iterated evaluations of a hash function is replaced by a random walk through
the function family F,, as follows: for K, x € {0, 1}", ¢ € N, and fx € F,, the function

fi(x) is f2(x) = K. For e > 0, the function is f¢(x) = fx(x), where K’ = f&'(x).

Modified WOTS Key pair generation: First compute the Winternitz parameters

_{ m } t,_{logz(&w—l»
- R | A nl)

+1, L=1¢+¢.
log(w) log>(w) J P
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The public verification key is

Y = (.YI’ .- -’}’L) = (f::];:l(-x)’ ERE} ;]t;l(x))7

where sk; is the private signature key chosen uniformly at random and f"~! as defined

above.

Modified WOTS signature generation: This scheme signs messages of binary length
m. The message bits are processed in base w representation. The message is
M = (my,...,mg), m; € {0,...,w — 1}. The checksum C = Zf;l(w — 1 — m;) in base
w representation, and the length ¢, are appended to M, resulting in b = (by,...,by).

The signature is

o= (0. 00) = (f3 (0, i ().

Modified WOTS verification: To check the signature, the verifier computes the values

b = (by,...,by) as in the signature generation, and then checks the equality

(FEb ), 2717 (0) = (e )

XMSS public key generation: XMSS is a modification of the Merkle tree (BUCHMANN;
DAHMEN; HULSING, 2011). A tree of height & has h + 1 levels. XMSS uses the hash
function g and bitmasks (bitmaskTree) (b;llb,,;) € {0, 1}%", chosen uniformly at ran-
dom, where b, is the left bitmask and b, ; is the right bitrmask. The nodes on level j,
0 < j < h, are written NODE, ;, 0 < i < 2"/, and 0 < j < h. The nodes are computed
as

NODE;; = gk((NODE»; ;.1 ® b; )I(NODE>;,1 j—1 © b,.))).

The bitmasks are the main difference to the other Merkle tree constructions, since they
allow one to replace the collision resistant hash function family. Figure 20 illustrates
how the tree nodes NODE; ; in the XMSS scheme are constructed at each level j, to

generate the public key of the tree.
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Figure 20: XMSS signature scheme

Source: (BARRETO et al., 2014)

To generate a leaf of the XMSS tree, an L-tree is used. The one-time public ver-
ification keys (yy,...,y.) are the first L leaves of an L-tree. If L is not a power of 2,
then there are not sufficiently many leaves. A node that has no right sibling is lifted to
a higher level of the L-tree until it becomes the right sibling of another node. The hash
function uses new bitmasks (bitmaskLLtree). The bitmaskILtree are the same for each of
those trees. The XMSS public key contains the bitmaskTree, bitmasklLtree and the root

of the XMSS tree.

4.7 Security of the Hash-based Digital Signature
Schemes

In this section we present the main results known about the security of hash-based

digital signature schemes.

In (BERNSTEIN; BUCHMANN; DAHMEN, 2009, Chapter ‘“Hash-based Digital Sig-
nature Schemes”), the Lamport-Diffie one-time signature scheme was proved to be
existentially unforgeable under an adaptive chosen message attack (CMA-secure), as-
suming that the underlying one-way function is preimage resistant. In the same work

and also in (CORONADO, 2005), the Merkle signature scheme was also proved has exis-
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tentially unforgeable under the assumption that the hash function is collision-resistant

and the underlying one-time signature scheme has existential unforgeability.

Regarding the security of XMSS, (BUCHMANN et al., 2011) proved the following
result: if H, is a second-preimage resistant hash function family and F, a pseudoran-
dom function family, then XMSS is existentially unforgeable under chosen message
attacks. In addition, in the same paper, XMSS was shown to be forward secure under

some modifications on the key generation process.

Hiilsing et. al. proved that W-OTS is existentially unforgeable under adaptive
chosen message attacks (HULSING, 2013a). The same work showed that the XM S S MT
scheme is secure; more specifically, following result is proved: if H, is a second-
preimage resistant hash function family and F, is a pseudorandom function family,

then XMS S™MT is a forward secure signature scheme.

4.8 Performance

In this section we present a summary of recent works on the implementation of

variants of the Merkle signature scheme.

We use the following notation: time to generate keys (#.,), time to generate a
signature (f,) and time to verify a signature (t,.,). Table 2 shows timings which were

obtained in the following works:

e CMSS scheme (BUCHMANN et al., 2006) software implementation on a Pentium
M 1.73 GHz, 1 GB of RAM running Microsoft Windows XP for 2*’ signatures

and w = 3;

e GMSS scheme (BUCHMANN et al., 2007) software implementation on a Pentium

dual-core computer 1.8 GHz for 240 signatures, w; = 9 and w, = 3 were 390

min, 10.7 ms and 10.7;
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e XMSS scheme (BUCHMANN; DAHMEN; HULSING, 2011) software implementa-
tion on an Intel(R) Core (TM) i5 M540, 2.53GHz computer with Infineon tech-

nology;

e CMSS scheme (SHOUFAN; HUBER; MOLTER, 2011) hardware implementation on

a novel architecture on an FPGA Platform (Virtex-5);

e XMSS scheme (OLIVEIRA; LOPEZ, 2013) software implementation on an Intel

Core i7 — 2670 QMCPU, 2.20 GHz with 6 GB of RAM.

Table 2: Performance results in the literature

Schemes ‘ hash ‘ h ‘ w ‘ tiey tsig tor
CMSS | SHA2 | 40 3112l min | 409 ms | 3.7 ms
GMSS | SHA1 |40 (9,3) | 390 min | 10.7 ms | 10.7 ms
XMSS | SHA2 | 20 4 409s| 63ms| 0.5ms
CMSS | SHA2 | 30 4] 820ms | 434ms| 1.7 ms

XMSS | SHA2 | 20 4 553s| 2.7ms| 0.3ms
Source: (BARRETO et al., 2014)

In Table 2 the size of all public keys is 32 bytes, except for the XMSS scheme,
that also has to store the bitmasks. The private key and signature are smaller in the
XMSS scheme, since in the other schemes information storage of more than one tree
is required. The XMSS scheme presented the best timings for signing and verification
on a software implementation, given that only one authentication path needs to be
updated and checked for each signature. However, the XMSS is only recommended
for applications requiring up to 2?° signature keys, since the generation of more keys is
too time consuming. A Multi Tree XMSS (XM S SMT) (A. HULSING; BUCHMANN, 2013)
based on algorithms CMSS and GMSS is recommended for applications that require a

large numbers of signatures.
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4.9 Introducing the New Approach

Now we describe the contribution for reducing hash-based signature sizes. To this
purpose we redefine the W-OT'S and the Merkle Signature Scheme in a more convenient

way to facilitate the description of our approach.

49.1 W-OTS

The Winternitz one-time signature (W-OTS) scheme views the message repre-
sentative to be signed as a sequence of L w-bit words (or chunks), denoted by
m = (my,...,my_1), where m; stands for an integer value in the range 0...2" — 1. The
signature component for any particular such word m; will be an m;-th iterated preimage
of some (public) L-word hash value univocally associated to the i-th component of the

message representative.

Formally, let G : {0, 1} — {0, 1}?" be a collision-resistant hash function and F :
{0,1}* — {0, 1}" a preimage-resistant one-way function. Also let F¥ := FoFo---0 F

be F iterated k times.
Message representative preparation:

Let data € {0,1}" denote the original document to be signed. First compute
M = (mg, - ,my-1) = G(data), where €; = [2n/w]. Then, compute the check-
sum CS := Y.15" (2 = 1 — m;) which is then split into w-bit words (mg,, -+ , M, 46,1
and appended to M, resulting the message representative m = M||CS = (my, ..., m;_1).
The maximum checksum integer value is (2"—1)¢; which fits in £, = [(Ig((2¥—-1){1)/w]

w-bit words, therefore the total number of w-bit words is L = €; + 5.

The triple of algorithms that defines this scheme is:

e Gen: Choose L strings s; < {0, 1}" uniformly at random, and compute v; «

F?~!(s;), fori = 0,...,L— 1. The private key is the sequence (s, ..., s;_), and
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the public key isv = F(vg || - -« || vi-1) € {0, 1}".

e Sig: To sign a message representative m = (my,...,m;_1), compute S; «
F?'~1=mi(s;), and let the signature be the sequence of resulting values S =
(So,...,S1-1) € ({0, 1})E. Notice that S; is an m;-th iterated preimage of v;

foralli=0,...,L—1.

e Ver: To verify the signature S = (So,...,S5.-1) of the message representative
m = (mg,...,mp_1), compute t;, = F"(S;) fori = 0,...,L — 1 and check if

v=F(oll -l 1-1).

An obvious improvement to the scheme is to adopt a short secret string s € {0, 1}"
as the private key, and then compute either s; < F(s || i) on demand to reducing
memory usage, or else, given a longer hash K : {0,1}" — ({0, 1}")F (say, a crypto-
graphic sponge (BERTONI et al., 2007)), set (sq, ..., s.-1) < K(s). The first approach is
more adequate for memory and speed limited devices since it can be built from a block
cipher-based hash function. Usually many embedded devices provide fast SW and
sometimes HW AES implementations, so it can be reused for the hash construction.
Given the 4KiB SRAM memory and 7.37 MHz budget available in the ATmegal28L
microcontroller, our implementation focus on the first approach and adopts a software

AES.

4.9.2 MSS

The Merkle tree-based signature scheme of height /. (defined as the distance be-
tween the root and the leaves of the tree, so as to have 2" leaves and 2"*! —1 total nodes)
and a hash function F extends a one-time signature scheme to 2 signable messages

for each Merkle public key.

The technique consists of generating 2" one-time key pairs (s*,v), 0 < j <

2", for a given one-time signature scheme, and then computing a tree of hash values
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Gis...,qui_y SO that ¢; = F(ga || gois1) for 1 < i < 2", and oy = FY) for

0 < j < 2". The overall public key for the scheme is Y = ¢;.

Given the one-time signature S verifiable under the public key v, the Merkle
technique assembles an authentication path consisting of the tree nodes whose values
are not directly computable from v/ alone, but are nevertheless needed to compute the

values of the parent nodes leading from v\¥) to the root Y.

Thus, a Merkle signature is a triple =¥ = (S, v(), 0) where Q" is the sequence
of values (qj/2«e1 | u = 0,...,h — 1) along the authentication path. The Merkle

signature length is z = [SY| + V| + hlg;].

Merkle’s construction allows the root value to be computed from an as yet unused
(and publicly unknown) v, and then compared to Y. This ensures that v\/) is itself

authentic, whereby S can be verified as well.

The Merkle-Winternitz scheme, which combines Winternitz one-time signatures
with an overall Merkle tree scheme, yields one of the most efficient hash-based signa-
tures. For a Merkle-Winternitz scheme, the signature size is z = |SY| + Y| + hlqi| =

Ln+n+hn =n(L+ 1+ h)bits.

4.10 Proposed Scheme

Our scheme is related to that by Rohde ef al. (ROHDE et al., 2008), which we call
here REDBP scheme for short. A small conceptual difference is responsible for our
reduced signature size and higher processing speeds attainable. Furthermore, we still
avail ourselves of the remarks in (EISENBARTH; MAURICH; YE, 2013) to reduce the

number of leaf generation to improve time performance.

Key generation requires heavy computational load, since all nodes up to the root
must be calculated. Furthermore, many nodes are stored during this process for the

setup of REDBP. Therefore, if key generation and signature calculation do not have to
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take place in the same device, a better memory usage can be achieved by storing some
fixed nodes in ROM instead of RAM. Due to this fact, performing key generation on
standard PCs is more suitable than on a microcontroller and then enhance the setup of

the signing device.

Specifically, the REDBP scheme adopts a hash function G : {0, 1} — {0, 1)*" to
create digests of the form M = (my,--- ,m¢, 1) = G(data),m; € {0,---,2" — 1} and
produces message representatives of the form M||CS = (my,--- ,m;_;) as described
in Section 4.9.1, with a straightforward Merkle tree construction on top of Winternitz
signatures. For security level roughly 2" (whereby forging existentially a signature
takes about 2" computational steps), that scheme sets £;w = 2n. Thus the G hash size
is twice that of the F hash size. Since each Winternitz signature has length |SV)| =
nL = nf, (omitting the checksum size ¢,), as a result each Merkle-Winternitz signature

haslengthz=n(L+1+h) = n(l; +1+h)=n2n/w+1+h).

Intuitively, this is necessary to prevent precomputed collision attacks. Indeed,
since only the message data is fed into the hash function G, an attacker could mount
a Yuval-style attack (YUVAL, 1979), preparing beforehand two sets of semantically
equivalent messages, the first favorable to the signer and the second unfavorable, and
looking for a collision between a favorable message data and an unfavorable one data’,
finally presenting data to the signer and data’ to an arbitrating third party after a valid

signature is obtained that holds for both messages.

In contrast, we adopt a randomized hash function
H:{0,1}" x{0,1}* x {0, 1} — {0, 1}"

to create message digests of form M «— H(Y, v, data).

The presence of Y in the hash is a reflex of the strong Fiat-Shamir heuristic. It
would make sense to hash together all elements involved in generating a signature,

i.e. not only Y, M and v, but the whole authentication path as well. However, Y
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itself implicitly contains information on all possible authentication paths, so this does
not seem to be major concern. Including the authentication path, however, would not

create an efficiency bottleneck, having a modest impact at most.

The one-time verification key v associated to some signed message is only re-
vealed together with the already computed signature for that message. It is therefore
not known, and cannot be known let alone chosen by an adversary. The presence
of v alone already precludes the possibility of mounting a Yuval-style attack: be-
cause v is not known beforehand, the attacker can no longer precompute a collision
H(Y,v,data) = H(Y,v,data’). Furthermore, once v is revealed with the signature (and
will never again be used in another signature because of the one-timeness of the con-
struction), the adversary cannot meaningfully work towards a collision anymore since
the message is already signed, being faced with the considerably harder task of find-
ing a preimage data’ for it. Apart from this, our scheme inherits all other security

properties from the REDBP construction.

As in the REDBP scheme, a signature in our proposal is a triple ) =
(S, v, W) where QY is the sequence of values (g jjaje1 | # = 0, ..., h—1) along the
authentication path. However, its length is now 7 = |S’P|+ V| +h|g;| = n(n/w+1+h)

bits.

The signature size ratio between our proposal and the REDBP scheme is

nfw+1l+h

i vy

For practical parameters with 4 =~ n/w, the signatures in our scheme tend to take
roughly 2/3 the size of REDBP signatures, and proportionally even smaller than other
proposals in the literature. Furthermore, the best reduction ratios are achieved when
n/w > h. Thus, for a fixed n, the best gain is obtained by choosing the smallest
possible w, i.e. w = 2. For instance, by adopting the values (n, w, H) = (128, 2, 16) the

reduction becomes z'/z = 0.56, almost halving the signature size.
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Also, because both signing and verification involve a loop of length L, the over-
all number of operations is clearly shorter in our proposal than in the REDBP con-
struction, being a simple consequence of the shorter hash that has to be signed in the
Winternitz scheme. That is actually the most time-consuming part of the signature and
verification procedures, since each individual w-bit word of the leaf-level hash incurs

up to 2" — 1 hash computations (or about 2"~! on average).

One particular tradeoff is possible in the scheme of (ROHDE et al., 2008) but not
here. Namely, since v; is not needed when the leaf-level hash is computed in that
scheme, it can be postponed until the remainder of the signature is calculated, by com-
pleting the iterations needed to go from each piece of the signature to the corresponding

input for v;. In the present variant, v; has to be known beforehand.

Our proposal can then be summarized as follows, considering only one hierarchical

layer for simplicity:

e Gen: Choose s < {0, 1}" uniformly at random, compute the L - 2" strings sfxD —
F(s | i |l j) and correspondingly the L - 2" strings vE'i) « F 2W‘l(sg"')), compute
VW) — F (v(()j) -l v(szl), compute the Merkle tree nodes g, = F(qa || Gous1)
for 1 <u < 2" and gy,; = FOWY) for 0 < i < L, 0 < j < 2". The private key is
s, and the public key is Y := g, each consisting of L w-bit words!. The sf.j) and

vV keys as well as the authentication path can be recomputed on demand during

a signing operation.

e Sig: To sign the j-th message data"’, compute the message representative
m? = (m,...,m" ) « H¥,v",data")|CS, compute 5" « F(s || i || j)
and Sf.j) — sz“"”f(sﬁj)) for 0 < i < L, compute SV « (Séj),...,S(szl) and
the authentication path QU := (qjjr@1 | u =0,...,h = 1), and finally let the

signature be the triple (S, v\, Q).

'The BDS algorithm, if adopted, would compute some ancillary information to expedite signing as
well.
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e Ver: To verify a signature (S, v, Q) for the j-th message data’, compute

the message representative m” := (m{’,...,m\” ) as before, compute 7 =
F" (D) for 0 < i < Land 19 «— F(Y || -+ || £”.). Then compute the nodes
i S 0 L-1) p

from the j-th leaf to the root via gu,; = F(/) and ¢; < F(qy |l gai1) for
1 < i < 2", taking the missing nodes from the authentication path Q). Accept

iff g = Y and v = 1V,

4.11 Efficiency Assessment

Table 3 compares the key and signature sizes of several hash-based signature pro-
posals in the literature (specifically, XMSS (BUCHMANN; DAHMEN; HULSING, 2011),
XMSS+ (HULSING, 2013b), SPR-MSS (DAHMEN et al., 2008), and REDBP (ROHDE et
al., 2008)) with several parameterizations of our proposed construction. All sizes are
expressed in bytes. For all schemes, n denotes the output hash size, % is the height
of the Merkle tree and w is the word size in bits. For simplicity we do not consider
more than one hierarchical layer. The somewhat unusual hash sizes do not constitute
a problem for a modern sponge-based hash function with capacity at least twice the

exponent of the desired security level.

To estimate the security level of Winternitz signatures based on preimage-resistant
hash functions as needed in our proposal, we adopt the analysis from (BUCHMANN et
al., 2011, Section 5), i.e. the security level for a hash of length n = £;w bits is at least 2k
fork = & yw—w—1-21g(£;w). Although we follow this lower bound for the suggested
parameters, it might be somewhat too conservative, and smaller signatures could be
possible in practice by taking n to be the target security level itself (this seems to be
the choice in (ROHDE et al., 2008), since a security level of 2128 5 claimed rather than

22 for w = 2 or 2110 for w = 4).

Overall, assuming 7 = 16 this amounts to between 1400 (for w = 8) and 1900
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Table 3: Comparison of hash-based signatures. |pk| and |sig| are in bytes.

scheme |pk|  |sig| security
XMSS/SHA256(n = 256,h =20,w =2) 1696 4899 2210
XMSS/SHA256(n = 256,h =20,w =4) 1696 2787 2196

ours (n =216,h = 16,w = 2) 27 3510 2198
ours (n =216,h = 16,w = 4) 27 1998 219
ours (n = 216,h = 16,w = 8) 27 1242 2192

REDBP-MSS(n = 128,h = 16,w = 2) 16 2350 2%
REDBP-MSS(n = 128,h = 16,w = 4) 16 1330  2'*8

ours (n = 144, h = 16,w = 2) 18 1674 2%
ours (n =144, h = 16,w = 4) 18 1008 2125
ours (n = 152,h = 16,w = 8) 19 722 2129
SPR-MSS(n = 128, h = 20) 928 4416 298
XMSS+(n =128,h = 16,w = 2) 544 3476 2%
XMSS+(n=128,h = 16,w =4) 512 1892 293
XMSS+(n =128,h = 16,w =5) 480 1588 292
ours (n = 120,h = 16,w = 2) 15 1215 2103
ours (n = 120,h = 16,w = 4) 15 750 2101
ours (n = 120,h = 16,w = 8) 15 510 2%7
XMSS/AES128(n = 128, h =20,w =2) 912 2451 282
ours (n = 104, h = 16,w = 2) 13 949 288
ours (n =104, h = 16,w = 4) 13 598 286

Source: Author

(for w = 4) bytes at the 2!?® security level, which is quite acceptable for processors
with 4-8 KiB RAM. Those storage requirements reflect a trade-off between storage
and processing speed (smaller w leads to much faster signing but takes a somewhat
larger space). Even at the higher 2!°? level the storage stays at less than 3 KiB so it is

possible to increase security on many typical [oT platforms.

4.12 Security

The security properties of our scheme inherits most of those from REDBP. Re-
gardless of the required collision-resistance property by the initial hashing of the data
to be signed, REDBP points out that forging a MSS signature in practice requires
the attacker to compute preimages and second-preimages (ROHDE et al., 2008; NAOR;

SHENHAV; WOOL, 2005). Therefore, the security of MSS actually relies on these two
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properties of the underlying hash function. This enables the adoption of a n-bit out-
put length for F matching the 2" security level. This already occurs in the literature

(ROHDE et al., 2008; BUSOLD, 2012; HULSING; BUSOLD; BUCHMANN, 2013).

The main difference between our scheme and REDBP is that our construction ran-
domizes the input of the hash function G (redefined as H in our scheme), thus avoiding
Yuval-style collision attacks, which allows the reduction of the output length from 2n
to n bits. The randomized hashing approach is not new and forgoes the requirement of
collision-resistant hash in a hash-then-sign paradigm by adding a nonce to the message

before signing it (HALEVI; KRAWCZYK, 2006).

Keeping secret the one-time signature verification key v; until the computation of
the i-th signature is indeed an additional security requirement. Nevertheless it already
happens in practice, since the Winternitz keys are (re)generated on-the-fly at signing
time. Another observation is that for the signature of the i-th message (when i indexes
a left leaf of the tree), its right sibling leaf F(v;,,) is in fact revealed in the authen-
tication path. This does not constitute a problem since recovering v;;; from F(v;,;)
involves computing a preimage on F. Hence the practical impact of keeping v; secret

1S minimum.

As other signature schemes that resort to randomized hashing, our scheme also
allows a malicious signer to mount a collision attack with 2"/2 steps, nonetheless this
represents no violation of existential unforgeability security notion. As discussed by
Halevi et. al. in CRYPTO 2006 (HALEVI; KRAWCZYK, 2006), no one but the signer
is able to forge a signature, thus he/she cannot disavow a signature by presenting a
collision. In this vein, some digital signatures, such as the Schnorr signature scheme
(SCHNORR, 1991), do not secure against a malicious signer. In a real world scenario,
the signer is likely to be held liable for any message carrying his valid signature, even

if the signer is able to show a collision between two messages.
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4.13 Implementation and Results

For the IoT candidate, we selected the AVR low-power microcontroller AT-
megal28L from Atmel which is typically embedded in MICAz sensor nodes, widely
employed in Wireless Sensor Networks. ATmegal28L has an 8-bit CPU and operates
at 7.37 MHz clock speed (MEMSIC, 2012). It provides 4 KiB of SRAM and 128KiB
ROM (flash) storage. We show that our solution is practical even on this kind of plat-
form which is more constrained than others evaluated in the literature for the same
context of hash-based signatures (ROHDE et al., 2008; EISENBARTH et al., 2013; BUSOLD,

2012).

We adopt an iterative Merkle-Damgard (MD) hash function to instantiate F and H.
The advantage of such constructions is the presence of fast block cipher implementa-
tions at many constrained platforms. The underlying compression function for MD is
Matyas-Meyer-Oseas (MMO) with a single-block input of n bits within Winternitz sig-
nature and double-block input of 2x bits for the parent computation in the Merkle tree
(HULSING; BUSOLD; BUCHMANN, 2013). Since F inputs are fixed length, the additional
MD padding block for strengthening can be omitted as pointed out in (HULSING; BU-
SOLD; BUCHMANN, 2013). In the case of the hash function H which accepts arbitrary

length inputs, the additional padding block is used.

There is an efficiency advantage of Matyas-Meyer-Oseas (MMO) over Davies-
Meyer (DM) compression function in the context of single-block inputs. In MMO the
block-cipher key input is fed with a fixed IV. This IV would be expanded each time
the block cipher performs the key schedule. So, in this case, it is possible to deploy
the IV already expanded in compilation time, thus avoiding key schedule procedure
(ROHDE et al., 2008). We obtained a reduction in time of about 20% for single-block
hash computation using the mentioned approach. In DM mode this optimization can

not be performed as the block-cipher key input is fed with the non-fixed message block.
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The block cipher used is 128-bit AES. We selected an Assembly (ASM) imple-
mentation for AVR devices called RIINDAELFAST?. It is a pure ASM and we had to
craft it to work along with C code, i.e. passing keys and plaintexts parameters from C

to ASM routines and get the resulting ciphertexts back to C.

The Merkle Tree Traversal algorithm also called TreeHash was adopted to gener-
ate the Merkle signatures (BUCHMANN; DAHMEN; SCHNEIDER, 2008). TreeHash algo-
rithm calculates efficiently the authentication path for each leaf on demand. TreeHash
is recommended when there is a limited amount of storage available. The idea behind
TreeHash algorithm is 1) to save some strategic nodes of the Merkle Tree during the
key generation procedure resulting in less leaf computations during the signature gen-
eration resulting in considerable time speedups and 2) computing on demand, at each
signature procedure, nodes that will be needed for the next authentication paths. To
speedup computations, a parameter K is responsible to store strategic nodes (called
Retain nodes) during the key generation. Additionally, this algorithm stores an expo-
nential number of Retain nodes during the key generation (i.e., 2X — K — 1 nodes), thus

K must be selected carefully.

Since we are using a low clock device (one quarter of the clock used in other works
(BUSOLD, 2012)), relevant speedups are needed to not compromise usability. The adop-
tion of larger values of the TreeHash parameter K reduces the signature computation
time. However, that approach brings a memory penalty which has to be carefully ad-
dressed. In the case of a Merkle Tree with height 2 = 10 using the largest possible
K for that height, i.e K = h —2 = 8, the TreeHash state (present in RAM) stores
2% — 8 — 1 = 247 Retain nodes. Since each node has 19 bytes 3, the overall storage for

Retain is 247 = 19 = 4693 bytes becoming impractical for the 4 KiB RAM budget.

We circumvented the storage problem by noticing that the Retain nodes in the

2 Available from: http://point-at-infinity.org/avraes/
3In our implementation each node stores 16 bytes for the value, 1 byte for the height and 2 bytes for
the index within the height.
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TreeHash state are not updated in any signature, i.e. they are always fixed until the very
last Merkle signature. Thus, Retain nodes can be viewed as a precomputed table being
calculated at key generation. This table does not need to be stored in the TreeHash
state as suggested originally, but could be stored apart in ROM (flash) memory with
the program code. After applying this procedure, it became possible to deploy higher

Merkle trees which can be translated as signing many more messages.

Our experiments show that the maximum possible K for Retain storage in our
deviceis K = 11. So, trees up to 4 = 13 can achieve the best choice of the precomputed
Retain. Thus, for & > 13 processing times begin to degrade. For instance, for & =
14 one can not use K = 12, and we jump to the next possibility which is K = 10
(remember the TreeHash restriction that 7 — K must be even). This led to a = 86%
increase in computation time. The same penalty happens to 2 = 15 which has to use

K =11 instead of K = 13, and twice of this penalty is paid for (h = 16, K = 10).

Figure 21 shows our time and memory results. In order to provide a fair evaluation
of our proposed improvement we have implemented the Merkle with W-OTS in two
settings. We call the first one the original Merkle with W-OTS which uses a doubled
size hash output |G| = 2n = 256, and our variant Merkle with W-OTS where |H| = n =
128. Also, the results for 2 = 16 on the original scheme are extrapolations, since it

runs out of memory for that height.

4.13.1 Detailed Benchmarks

Table 4 gives us a comparison of our variant MSS scheme with the previous one
(which uses a larger hash output G, i.e. |G| = 2n = 256 as in REDBP). It is important to
notice that our implementation prioritizes speed for reducing energy consumption. For
achieving that goal we selected suitable parameters K (TreeHash) and w (Winternitz)

to speedup computations.

Of course, if one targets smaller code size or RAM usage it is possible to explore
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Figure 21: Timings and static RAM comparison of original vs. our variant Merkle with
W-OTS schemes on the ATmegal28L (@7.37MHz, 4KiB SRAM, 128KiB ROM). The
W-OTS parameters are n = 128 and w = 2.
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the memory vs. time tradeoff and drastically reduce these footprints by adopting for
example a smaller parameter K (for reducing code size) or increasing parameter w for

reducing signature sizes, and therefore RAM consumption.

4.13.2 Energy Measurement

When [oT devices have limited lifetime, which is the case of wireless sensors pow-
ered by battery, energy consumption becomes an important metric to take into account
by the algorithms. Therefore, we also investigate energy consumption of our imple-
mentation running on a MICAz sensor. In order to obtain an accurate measurement of

the energy consumption, we perform direct measurements on the target platform.

A Agilent E3631A (AGILENT, 2010) power supply is configured to provide a con-
stant voltage to power the target device. The Agilent 34401 A (AGILENT, 2012) digital
multimeter (DMM) is used to measure the current flow as the different hardware sub-
systems become active/inactive during the tasks’ execution. Figure 22 shows a block

diagram describing our measurement setup: a GPIB (General Purpose Interface Bus -
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Table 4: Our implementation of original and our variant Merkle with W-OTS scheme
on the ATmegal28L. The W-OTS parameters are n = 128 and word size is w = 2. The
compression function is Matyas-Meyer-Oseas (MMO).

Parameters Memory in bytes Time in ms
(h7K) |Sk| |Pk| |Slg| SRAM ROM tsign tverify
Original MSS with W-OTS
(h=10,K= 8) 16 16 2304 3573 14904 496 207
(h=11,K=9) 16 16 2320 3632 20024 497 208
(h=12,K=10) 16 16 2336 3691 29752 497 209
(h=13,K=11) 16 16 2352 3750 49208 498 210
(h=14,K=10) 16 16 2368 3925 31908 728 211
(h=15,K=11) 16 16 2384 3984 49208 729 212
(h=16,K =10) —— out-of-RAM-memory —
This work
(h=10,K= 8) 16 16 1264 2517 15198 278 92
(h=11,K=9) 16 16 1280 2576 23186 278 93
(h=12,K=10) 16 16 1296 2635 32914 278 94
(h=13,K=11) 16 16 1312 2694 52114 279 95
(h=14,K=10) 16 16 1328 2869 32914 407 96
(h=15,K=11) 16 16 1344 2928 52370 408 97
(h=16,K=10) 16 16 1360 3103 32914 560 98
Source: Author

IEEE 488 standard) cable is used to connect the Agilent 34401 A DMM to a computer
running the software LabView (NATIONAL INSTRUMENTS, 2012), which collects and

records the measurement samples. The reading rate of DMM is configured to 60 Hz.

Figure 22: Measurements setup

Agilent E3631A

Power Supply
+ | _
MicaZ
Agilent 34401A| GPIB cable J. |
Multimeter l

Source: (SANTOS et al., 2010)

We ran each algorithm and measured the current drained. We obtained the charge

via time integration of the current and, since voltage is constant, we obtain the energy
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consumption. We also measured the system idle current drained (i.e., no particular
tasks being executed), obtaining the threshold that is deduced from the measurements.
Therefore, the system’s overall energy consumption is given by the energy consumed
by each task added to the energy consumed when the system is idle. This methodology
is described in (SANTOS et al., 2010). Figure 23 shows the energy consumption results.

Figure 23: Energy results of original vs. our variant Merkle with W-OTS. The W-OTS
parameters are n = 128 and w = 2.

e @ sign - original
& 4 sign-ours ,®
200, verify - original L7 |
v—v verify - ours L
—_— 7
T 15} L a----e .
= e
S .7 i
c 10 e --—-----®"---9@ - i
L -
A - - -
5] A————-—A—————A—————A’/ |
0 1 I | 1 1 I 1
9 10 11 12 13 14 15 16 17

Merkle Tree Height (h)
Source: Author

4.13.3 Performance Comparison

It is worth to remind that besides the fact that it was possible to obtain shorter
signatures, ~ 1.9% faster signing procedures and ~ 2.6x faster verification procedures
(see Table 5) than the original Merkle with W-OTS signature scheme were achieved us-
ing Davies-Meyer compression function. This improvement also leads to comparable
reduction factors on energy consumption for those operations in the microcontroller
ATMegal28L embedded in the MICAz wireless sensor node. We provide additional
comparisons with popular signatures based on state-of-the-art elliptic curves, i.e. safe
curves (BERNSTEIN; LANGE, 2015). Notice also that for the original Merkle with W-

OTS, benchmarks for a Merkle-Tree height # = 16 could not be obtained due to a large
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code size involved, meaning that 4 = 15 is the limit for the previous version. On the

other hand this was possible in our new construction.

Table 5: Our implementation of original vs. our variant Merkle with W-OTS signature
for the ATmegal28L. The W-OTS parameter is w = 2. The underlying hash-function
is Davies-Meyer (DM) compression function.

Parameters |sig| in bytes Time in ms Energy in mJ | Reduction (X)
(ha K) | s lg | Li gn 4 verify E sign E verify
Original Merkle with W-OTS
(h=10,K = 8) 2304 662 281 13.6|N.A. 6.0 | N.A.
(h=11,K=9) 2320 663 281 13.7|N.A. 6.0 | N.A.
(h=12,K =10) 2336 663 281 13.9|N.A. 6.0 | N.A.
(h=13,K =11) 2352 663 281 14.2|N.A. 6.1 | N.A.
(h=14,K = 10) 2368 1009 281 194 |N.A. 6.1 | N.A.
(h=15K =11) 2384 1009 281 21.2|N.A. 6.1 | N.A.
This work
(h=10,K = 8) 1264 342 109 7.0]1.94x 2.1]2.86x
(h=11,K= 9) 1280 342 109 7.1]1.93x 2.52.86x
(h=12,K = 10) 1296 342 109 7.211.93x 2.412.50x
(h=13,K =11) 1312 342 109 7.211.97x% 2.312.65%
(h=14,K = 10) 1328 520 109 11.0]1.97x 2.312.65%
(h=15,K =11) 1344 520 109 11.0]1.93x% 2.212.77x

Source: Author

Given the possible security issues with DM mode as argued in Section 4.13, we
also provide an implementation using the MMO compression function, which in turn
is even more efficient than DM applying the trick described also in Section 4.13. Table

6 illustrate the results with MMO.

4.13.4 Comparison with ECC-based Digital Signatures

As widely analyzed in the literature, hash-based signatures are known to be faster

than conventional RSA and ECC-based signatures.

We present comparisons of our hash-based signatures with ECC which is usu-
ally known to be faster than RSA. Firstly we started our benchmarks with the
RELIC (ARANHA; GOUVEA, 2015) library. After some work we realized that safe

curves were not deeply optimized for our target platform in that library. For exam-
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Table 6: Our implementation of original vs. our variant Merkle with W-OTS signature
for the ATmegal28L. The W-OTS parameter is w = 2. The underlying compression
function is MMO.

Parameters |sig| in bytes Time in ms Energy in mJ | Reduction (x)
(h,K) |Slg| tsign tverify Esign Everify
Original Merkle with W-OTS
(h=10,K = 8) 2304 496 207 10.1 | N.A. 4.2 | N.A.
(h=11,K=9) 2320 497 208 10.2|N.A. 4.3 | N.A.
(h=12,K = 10) 2336 497 209 10.3|N.A. 4.2 | N.A.
(h=13,K =11) 2352 498 210 10.3|N.A. 4.3 | N.A.
(h=14,K = 10) 2368 728 211  15.0|N.A. 4.4 | N.A.
(h=15,K =11) 2384 729 212 15.1 |N.A. 44| N.A.
(h=16,K =10) out-of-RAM-memory
This work

(h=10,K = 8) 1264 278 92 5.7 1.77x 1.9]12.21x
(h=11,K= 9) 1280 278 93 5.711.79% 1.9]2.26x%
(h=12,K = 10) 1296 278 94 5.7 1.81x 1.9]12.21x
(h=13,K =11) 1312 279 95 5.811.78x 1.92.26x
(h=14,K = 10) 1328 407 96 8.5 1.76x 2.02.20x
(h=15,K =11) 1344 408 97 8.6]1.74x 2.02.20x
(h=16,K = 10) 1360 560 98 11.6 | NA 2.0 | NA

Source: Author

ple, for the ECDSA over Curve22103 which provides a similar security level to our
scheme, signing is 18X slower and verifying is even more drastically 54x slower. This
is due to the fact that RELIC does not provide Assembly code for those curves and
this comparison is unfair given that our hash-based implementation is a mixed C and

Assembly code.

Afterward, we have found the AVRNaCl library4 (HUTTER; SCHWABE, 2013)
which provides tailored Assembly code for the particular curve25519 and that was
finally chosen to be included in our benchmarks. AVRNaCl is particularly designed
for the 8-bit AVR ATMega family of microcontrollers, which includes the target AT-
megal28L. AVRNaCl provides assembly procedures in its fastest module in order to

accelerate the most critical ECC functions.

AVRNaCl provides two different optimization approaches: low-area (memory op-

‘http://munacl.cryptojedi.org/atmega.shtml
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timized) and high-speed (processing time optimized). We have chosen the high-speed
to compare with since run time directly impacts the energy consumption in our tar-
get platform. The AVRNaCl high-speed module is called AVRNaCl fast. In order
to benchmark avrnacl_fast we deployed it along with the TinyOS operating system
which is naturally energy-aware because it is event-oriented, i.e. roughly speaking it
stays in idle state (low consumption) until a new event is triggered. TinyOS was also

used in our hash-based signature benchmarks for fairness.

We have evaluated two functions from the AVRNaCl fast module:

o crypto_sign_ed25519: which is the Ed25519 signing procedure,

e crypto_sign_open: which is the Ed25519 verification procedure.

We refer the reader to Hutter’s work (HUTTER; SCHWABE, 2013) for implementa-

tional and bitslicing details used by the AVRNaCl library.

Before performing the benchmarks we calculated the expected theoretical run time
for each algorithm. This was possible because Hutter ez. al. (HUTTER; SCHWABE,
2013) provided the cycle count for both crypto_sign_ed25519 and crypto_sign_open,
that is, 23,211,611 and 32,937,940 cycles, respectively. Also, according to the MI-
CAz node specification (MEMSIC, 2012, Table 1-2) its embedded ATmegal28L micro-
controller operates at 7.37 MHz when a 3V voltage is applied. Also, ATmegal28L
delivers 1 MIPS per MHZz>. Therefore, we are able to calculate the expected timings as
being the cycle count divided by the clock frequency. Thus, the theoretical values for

signature and verification are 3.15s and 4.47s.

In Table 7 we provide the practical timings collected from our benchmarks over
the real platform. One can see that they are ~ 3.08s and ~ 4.39s, respectively. The
small difference between theoretical and practical values of 2.3% and 1.8% for signing

and verifying could be attributed to a possible clock frequency deviation due to a small

5http ://www.atmel.com/devices/atmegal28.aspx
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variation in the voltage provided by the source. In fact, we noticed small variations in

the voltage (2.99V to 3.01V) detected by the multimeter.

Table 7 highlights in red the improvement factors of run time and energy attained
when our solution is compared with conventional ECC signatures. The results show
that our solution using DM can achieve a ~ 6x to 9x smaller energy consumption for

signing and a = 40X to 44X factor for verification in the ATmegal28L microcontroller.

Table 7: Comparison between our variant Merkle with W-OTS signature and the ECC-
based AVRNaCl library for the ATmegal28L microcontroller. The underlying hash is
the DM compression function.

Parameters  |signature| Time (ms) Energy (mlJ)
(bytes) tsign tverify Esign Everify
Elliptic Curve Signature
Curve25519 64 3078 |N.A. 4391 |N.A. 642|N.A. 935|N.A.
Our variant Merkle with W-OTS

h=10 1264 342 19.0x 109 140.3x  7.0]19.2% 2.144.5%
h=13 1312 34219.0x 109 140.3x  7.2]8.9% 2.3140.7x
h=15 1344 520 15.9x 109 140.3x  11.0]5.8% 2.2142.5%

Source: Author

We also provided a comparison using the MMO compression function in Table
8. The gain in energy is even better than using DM, i.e. reaching 11X for signature
generation and 49x for signature verification. Similar speedup factors are achieved in

processing times for these operations.

Table 8: Comparison between our variant Merkle with W-OTS signature and the ECC-
based AVRNaCl library for the ATmegal28L microcontroller. The underlying hash is
the MMO compression function.

Parameters |signature| Time (ms) Energy (mJ)
(bytes) tsign tverify Esign Everify
Elliptic Curve Signature
Curve25519 64 3078 | N.A. 4391 |N.A. 642 |N.A. 935|N.A.
Our variant Merkle with W-OTS

h=10 1264 278 | 11.1x 92 47.7x  5.7]11.3% 1.9149.2x
h=13 1312 279 | 11.0x 95146.2x  5.8]|11.1x 1.9149.2x
h=15 1344 408 | 7.5% 971453x  8.5]7.6x 2.0]46.8%

Source: Author
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4.14 Considerations about Hash-based Digital Signa-
tures

We have described a hash-based signature that yields shorter signatures and
smaller generation and verification times than the previous state of the art. Our pro-
posal depends on a preimage-resistant (rather than collision-resistant) hash function

due to the adoption of randomized hashing using a special nonce.

Our experimental results showed that for a tree of height 2z = 10, a signature can
be generated in less than 0.3 s and verification performed in less than 0.1 s on a device
running at a low clock rate (7.37 MHz). The static RAM usage is about 2.5 KiB, code
size is 15 KiB and signature size is 1.26 KiB for this case. Additionally, a constant-time

property can be attained when a constant-time underlying block-cipher is adopted.

We also showed how to explore a memory vs. time tradeoffs from the TreeHash
algorithm and how to handle memory constraints when one wants to adopt hash-based

digital signatures on very constrained platforms.

Ultimately, our conceptual and practical improvements of MSS with W-OTS were
shown to have great potential to become a suitable signature solution for constrained

platforms typical of the IoT.
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S CONCLUSIONS AND OPEN PROBLEMS

In this thesis we have described new approaches for the main bottlenecks of two
promising candidates for digital signatures in a quantum era, i.e. multivariate quadratic

signatures and hash-based signatures.

For multivariate quadratic signatures a new form of parametrization that could re-
duce UOV and Rainbow key sizes was described. A negative result (polynomial time
attack) was found for the case of adopting matrix rings that are too much compact such
as circulant matrices. In addition, the centrosymmetric matrix ring, a less compact ma-
trix ring, was analyzed. Besides presenting an apparently exponential behavior of the
reconciliation attack for a single-layer construction, the multi-layer version was shown
to be weaker for the same attack. This behavior does not matches the expected one,
as lacks solid evidence for the attained security. A worse perspective for the target
scenario is that the resulting key sizes are still too large for deployment on very con-
strained devices such as the ones described in the Chapter 4 providing 4KiB of RAM
memory (which is smaller than the key size storage required by the Centrosymmetric-

UOV for example).

In contrast, there were given positive results concerning hash-based signatures,
presented in Chapter 4 which were shown to be much more promising than the ones
for multivariate quadratic signatures. Our approach allowed at the same time reducing
signature sizes, processing times and energy consumption on a very constrained em-

bedded device (ATmegal28L). We believe that our method can be combined not only
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with the original Merkle with Winternitz signature scheme, but with any other Merkle
variant in the literature. This may potentially lead to even better results and enabling
for signing a larger amount of messages than the amount provided in our work (2'¢ at
most). We leave this evaluation as a future work to be analyzed. Another interesting
future work would be to evaluate the energy consumption related to communication of
Wireless Sensor Nodes, since we have analyzed only the energy consumption for local

processing. We also plan to make our source code available on GitHub in the future.

5.1 Publications

In the book chapters (BARRETO et al., 2013) and (BARRETO et al., 2014) the author

reviewed aspects of post-quantum cryptography giving a panorama of the area.

The content of Chapter 3 was presented in 2 posters, "Efficient Code-Based
and Multivariate Quadratic Cryptosystems" in Latincrypt 2012 and "Assinatura Dig-
ital P6s-Quantica Pratica para Dispositivos Limitados" in the "Workshop de Pos-
Graduagio da Area de Concentragio Engenharia de Computagio (WPG-EC)" in 2012

which earned the best poster award among all PhD students of computer engineering.

The related paper of the contribution in Chapter 4 is entitled "Shorter hash-based
signatures”, in collaboration with Paulo Barreto and Cassius Puodzius is accepted to

the "JSS 35th Anniversary special issue" in the Journal of Systems and Software.

During his PhD, the author had two other collaborations regarding ECC, subject of
his MSc work. (PEREIRA et al., 2013) is an application of author’s MSc work, which is
a design of an ECC-based framework for secure SMS transmission. It was published
in JSS in 2013. The other one is a more theoretical approach (BARRETO et al., 2015)
which regards the subgroup security in pairing-based cryptography bulit over ordinary
pairing-friendly elliptic curves. The author presented the work in Latincrypt 2015.

These 2 papers are summarized respectively in the Appendix A and Appendix B.
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APPENDIX A - SMSCRYPTO: A
LIGHTWEIGHT
CRYPTOGRAPHIC
FRAMEWORK FOR
SECURE SMS
TRANSMISSION

This paper was published in Journal of Systems and Software in 2013. It can be

shortly described as follows.

Despite the continuous growth in the number of smartphones around the globe,
Short Message Service (SMS) still remains as one of the most popular, cheap and ac-
cessible ways of exchanging text messages using mobile phones. Nevertheless, the
lack of security in SMS prevents its wide usage in sensitive contexts such as bank-
ing and health-related applications. Aiming to tackle this issue, this paper presents
SMSCrypto, a framework for securing SMS-based communications in mobile phones.
SMSCrypto encloses a tailored selection of lightweight cryptographic algorithms and
protocols, providing encryption, authentication and signature services. The proposed
framework is implemented both in Java (target at JVM-enabled platforms) and in C
(for constrained SIM Card processors) languages, thus being suitable for a wide range
of scenarios. In addition, the signature model adopted does not require an on-line in-
frastructure and the inherent overhead found in the Public Key Infrastructure (PKI)

model, facilitating the development of secure SMS-based applications. The proposed



120

framework is evaluated on a real phone and on SIM Card-comparable microcontroller.

The contribution in the paper is the design of SMSCrypto, a security framework
especially tailored for protecting SMS-based applications. Unlike many proposals
found in the literature, SMSCrypto not only includes lightweight algorithms based
on Elliptic Curve Cryptography (ECC) in order to overcome the need of auxiliary stor-
age/processing devices, but also provides protocols in the certificateless Baek, Safavi-
Naini and Susilo (BSS) model that avoids the need of a full-fledged PKI. The efficiency

of the solution is evaluated through benchmarks on real platforms.
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APPENDIX B - SUBGROUP SECURITY IN
PAIRING-BASED
CRYPTOGRAPHY

This paper was accepted to Latincrypt 2015 and can be shortly described as fol-

lows.

Pairings are typically implemented using ordinary pairing-friendly elliptic curves.
The two input groups of the pairing function are groups of elliptic curve points, while
the target group lies in the multiplicative group of a large finite field. At moderate levels
of security, at least two of the three pairing groups are necessarily proper subgroups of a
much larger composite-order group, which makes pairing implementations potentially

susceptible to small-subgroup attacks.

To minimize the chances of such attacks, or the required effort to thwart them, we
put forward a property for ordinary pairing-friendly curves called subgroup security.
We point out that existing curves in the literature and in publicly available pairing li-
braries fail to achieve this notion, and propose a list of replacement curves that do offer
subgroup security. These curves were chosen to drop into existing libraries with min-
imal code change, and to sustain state-of-the-art performance numbers. In fact, there
are scenarios in which the replacement curves could facilitate faster implementations
of protocols because they can remove the need for expensive group exponentiations

that test subgroup membership.

In this paper new instances of pairing-friendly elliptic curves that aim to provide
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stronger resistance against small-subgroup attacks are proposed. A small-subgroup
attack can be mounted on a discrete-logarithm-based cryptographic scheme that uses
a prime-order group which is contained in a larger group of order divisible by small
prime factors. By forcing a protocol participant to carry out an exponentiation of a
non-prime-order group element with a secret exponent, an attacker could obtain in-
formation about that secret exponent. This is possible if the protocol implementation
does not check that the group element being exponentiated belongs to the correct sub-
group and thus has large prime order. In the worst case, the user’s secret key could be
fully revealed although the discrete logarithm problem (DLP) in the large prime-order
subgroup is computationally infeasible. We start by illustrating the possibility of such
attacks in the context of (pairing-based) digital signature schemes, many of which are

based on the celebrated short signature scheme of Boneh, Lynn and Shacham (BLS).



