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I. GENERAL INTRODUCTION

This dissertation deals with issues related to the estimation of inbreeding levels and substructure levels, as well as with demographic inferences from a Brazilian population quilombo isolate. The document is structured in five sections: (1) this general introduction, where basic concepts related to inbreeding are reviewed; (2) chapter 1, dealing with the estimation of inbreeding and substructure levels in a quilombo population; (3) chapter 2, in which a simplified method is presented to estimate the variance of inbreeding coefficient; (4) chapter 3, containing results from inbreeding and demographic analyses performed in the quilombo isolate by means of the information of hundreds of thousands of biallelic markers; and (5) a final section with general conclusions. Demographic, historical, and geographical details about the quilombo studied here are exhaustively presented on pages 276-277 of the published article attached to Chapter 1.

I.1. Inbreeding coefficient (Wright’s fixation index)

Inbreeding is a non-random mating system in which the choice of mate is influenced or directed by the degree of biological relationship between individuals that mate (Crow and Felsenstein, 1968; Lewontin et al., 1968). Since relatives have one or more ancestors in common, the proportion of alleles identical by descent (IBD) in the genome of their offspring is associated to the amount of ancestry that is shared by their parents.

Endogamy levels are usually estimated by the inbreeding coefficient, which can be defined in terms of correlation as well as of probability (Templeton, 2006; Hartl and Clark, 2007).
Inbreeding coefficient \( f \) can first be understood as the population correlation coefficient between gametes that come together to generate a zygote (Wright, 1922) and that estimates the deviation \( \lambda \) (covariance among uniting gametes) from genotype frequencies in Hardy-Weinberg (HW) proportions. Considering this parameter, the expected genotype proportions from a biallelic locus \((A, a)\) can be written down as

\[
\{ d = P(\text{AA}) = p^2 + \lambda, \quad h = P(\text{Aa}) = 2pq - 2\lambda, \quad r = P(\text{aa}) = q^2 + \lambda \},
\]

where \( p = P(A) \) and \( q = 1-p = P(a) \).

The inbreeding coefficient \( f \) is then defined as the correlation coefficient

\[
f = \rho_{x,y} = \frac{\sigma_{x,y}^2}{\sqrt{\sigma_x^2} \sqrt{\sigma_y^2}} = \frac{\lambda}{pq},
\]

from where we obtain \( \lambda = fpq \). In the equation for \( f \), \( x \) and \( y \) are dummy variables that take the value 1 when the gamete is \( A \) and 0 otherwise, when the gamete is \( a \).

Replacing \( \lambda \) by \( fpq \) in the genotype proportions \( \{d, h, r\} \) above we immediately obtain the usual formulation for genotype frequencies under inbreeding:

\[
\{ d = p^2 + fpq, \quad h = 2pq(1-f), \quad r = q^2 + fpq \},
\]

from which the value of the inbreeding coefficient can be directly estimated:

\[
f = 1 - \frac{h}{2pq}.
\]

An alternative approach to estimate the inbreeding coefficient, referred here as \( F \), takes into account the probability that two alleles segregating at an autosomal locus are IBD. \( F \) is usually estimated from genealogies and can be interpreted as the genomic proportion of an individual that is IBD (Haldane and Moshinsky, 1939; Cotterman, 1940; Malécot, 1948). Since the inbreeding coefficient of an individual is the probability that any pair of his homologous genes are identical.
by descent, its value coincides with the probability (coefficient of consanguinity) that two homologous genes drawn randomly, one from each individual, are identical. Thus, the inbreeding coefficient $F_k$ of the individual $k$ is also the coefficient of consanguinity $F_{ij}$ of his/her parents $i$ and $j$.

The correct estimation of $F$ depends however on the existence of an arbitrary founder population completely unrelated. It is, therefore, very difficult or even impossible to trace back the reliable ancestry information from more ancient generations, which rarely includes relationships more remote than third cousins (Cavalli-Sforza and Bodmer, 1971; Speed and Balding, 2015).

Conceptually, $f$ and $F$ as defined above are different both biologically as well as mathematically, since $F$ is a probability (belonging to the domain $0 \leq F \leq 1$) that estimates the amount of identity by descent for an individual, while $f$ is a coefficient of correlation (belonging to the domain $-1 \leq f \leq 1$) that measures the population proportions of genotypes above or below the ones randomly expected.

I.2. Hierarchical structure of a population

Natural populations frequently are aggregates formed by partially isolated subpopulations within which mating preferentially occurs. Given the reduced subpopulation sizes, the consequence of substructure is an increase of homozygous levels within the population considered as a whole even if mating within subpopulations takes place randomly, due to changes in allelic frequencies secondarily to genetic drift within subpopulations (Crow and Kimura, 1970).
Hierarchically structured populations were first considered by Wright (1951), who defined three different types of fixation indices: $f_{IS}$ (fixation index due to inbreeding within each subpopulation), $f_{ST}$ (fixation index due to genetic drift responsible for differences in allele frequencies among subpopulations), and $f_{IT}$ (fixation index due to the combined effects of inbreeding and genetic drift), related by the following equations:

$$f_{IT} = f_{ST} + f_{IS} - f_{IS}f_{ST} = 1 - \frac{P(Aa)}{2pq};$$

$$f_{ST} = \frac{f_{IT} - f_{IF}}{1 - f_{IS}} = \frac{\text{var}(p)}{pq};$$

$$f_{IS} = \frac{f_{IT} - f_{ST}}{1 - f_{ST}},$$

where $p$, $q$, $P(Aa)$, and $2pq$ are respectively the estimated allelic frequencies of alleles $A$ and $a$, and the directly observed frequency and the expected panmictic proportion of heterozygous individuals in the whole population. As Chakraborty (2016) noticed, these indices have been conceptually defined in several ways: Wright (1943, 1951) defined them in terms of correlations between uniting gametes, Nei (1973, 1977) and Nei and Chesser (1986) defined them as functions of heterozygotes and differences from their respective expectations under HW equilibrium proportions, while Cockerham (1969, 1973), Weir and Cockerham (1984) and Long (1986) formulated them in terms of functions of parameters of components of nested analysis of variance.

I.3. Consequences of inbreeding

The immediate consequence of inbreeding ($f > 0$) is the increase in the frequency of homozygotes in the population, which favors the expression of deleterious recessive alleles previously hidden in
heterozygous state. Inbreeding usually leads also to other harmful effects (inbreeding depression), such as the decrease in size, fertility, vigor, yield and fitness, as described for the first time with experimental accuracy by Darwin, who observed its effects in cultivated plants (Fisher, 1949; Crow and Kimura, 1970; Hartl and Clark, 2007).

The effects of endogamy in humans are, in general, more difficult to detect when compared to other species, since the inbreeding levels are usually low and methods that can be developed easily in experimental populations cannot be applied to humans. Empirical studies as well as theoretical risks based on realistic population genetic models show that the chances of affected progeny are largely increased in the offspring of consanguineous marriages (Otto et al., 2007). Strategies based on homozygous mapping (Lander and Botstein, 1987) were developed recently to detect deleterious variants and have been successfully used (1) in identifying new variants related to many disorders of Mendelian recessive inheritance (Lander and Botstein, 1987; Sheffield et al., 1994; Christodoulou et al., 1997; Parvari et al., 1998; Winick et al., 1999; Abou Jamra et al., 2011; Alkuraya, 2013; Ghadami et al., 2015); and (2) in determining susceptibility genes associated with polygenic or complex diseases (Lencz et al., 2007; Nalls et al., 2009; Yang et al., 2012).

I.4. Consanguinity in humans

In humans, consanguineous marriages are still today a relatively common practice, being regarded as customary in many countries throughout the world, because of its traditional status in some cultures. The highest inbreeding levels are found in populations of
the Middle East, Central South Asia and the Americas (Leutenegger et al., 2011).

During the last decades, empirical estimates of consanguinity levels were grossly obtained for many populations over the world, by censoring the frequencies of marriages between second cousins and more closely related pairs of individuals; the information was assembled into a database (consang.net) by Bittles and Black (2015). Despite the very low values (much less than 1% on average) observed for most urbanized populations, the prevalence of consanguineous marriages for the global human population was estimated in about 10%, reaching values above 50% in some extremely inbred populations (Bittles, 2002; Bittles and Black, 2010; Hina and Malik, 2015; Ahmad et al., 2016; Riaz et al., 2016).

I.5. Population isolates

Among humans (and other organisms as well), individuals are, in general, heterogeneously distributed in the population territory, tending to form clusters called population isolates, that can be defined as sets of individuals with imprecise boundaries of different natures: geographical, religious, social, ethnic, political, and so on. (Salzano and Freire-Maia, 1967).

Population isolates offer many advantages to medical and evolutionary studies, mainly when isolates have well documented pedigrees, high prevalence of individuals affected by rare genetic conditions, a high degree of inbreeding due to cultural practices or limited population size, and demographic history of foundation consisting in a bottleneck followed by a founder effect (Arcos-Burgos and Muenke, 2002).
Inbreeding and demographic analyses have been the focus of many studies developed in isolates with different ancestries, with the aim (1) to establish relationships among socio-cultural factors and individual homozygous proportions, (2) to provide demographic information for complementing historical records, and (3) to explain in some extent differences in the prevalence of diseases among different populations (Carothers et al., 2006; McQuillan et al., 2008; Lemes et al., 2014; Abdellaoui et al., 2015; Ben Halim et al., 2015; Jalkh et al., 2015; Karafet et al., 2015).

I.6. Runs of Homozygosity

As known from basic population genetic theory, when two individuals are related in some degree, they share segments that are identical by descent (IBD), that is, autozygous. The offspring of biologically related individuals inherit these segments from both parents, which explains the presence, in them, of long stretches of consecutive homozygosity, called runs of homozygosity (ROH). Broman and Weber (1999) were the first to point out the obvious fact that ROH could be identified by means of the occurrence in homozygous state of a large number of contiguous markers detected by molecular analysis.

Individuals may inherit identical chromosomal segments even when the biological relationship between their parents is very distant. Since elapsed time is positively correlated with the event of recombination occurrence responsible for the breaking up of previously existing segments, ROH from more ancient origin tend to be shorter, while those from recent origin tend to be longer (Kirin et al., 2010).

Recently more precise identification of ROH has been greatly enhanced by the use of genomic data. The inbreeding coefficient,
referred here as $F_{\text{ROH}}$, can be directly estimated from the proportion of the genome composed of these long tracts in homozygous state (McQuillan et al., 2008). $F_{\text{ROH}}$ is very similar to that directly obtained from pedigree analyses, but much more conservative, since it also takes reliable information from ancient and cryptic inbreeding.

Recent studies of ROH data performed in the worldwide human population detected high levels of autozigositity even in cosmopolitan non-inbred populations. It revealed an increment of endogamy levels and a reduction of genetic diversity according to the population distance from African ones, as expected by the out-of-Africa model of modern human migration. The differences have been explained by the occurrence of small and medium ROH resulting from background relatedness, which also enables the use of ROH to obtain reliable information about demographic and evolutionary events (Kirin et al., 2010; Pemberton et al., 2012).

I.7. General Objective

The aim of this work is to obtain reliable estimates of the average inbreeding coefficient using data obtained from a traditional Brazilian tri-hybrid quilombo population. To achieve this, we used different alternative methods, some of them adapted by us for the specific task of dealing with such a genetically complex population aggregate.

We also tried to establish demographic inferences about the foundation of this population isolate.

The specific objectives are presented in the sections labeled as chapters 1 to 3.
1. CHAPTER 1

We present here a study dealing with the estimation of inbreeding and substructure levels in an African-derived Brazilian quilombo isolate. The analyses were partially performed during my Master’s project in which: (1) all available genealogies of ten quilombo communities were used to estimate the inbreeding coefficient and the consanguinity rates; and (2) data from 30 autosomal loci (14 SNPs, and 16 microsatellites) were used to estimate inbreeding and substructure levels. During my PhD project we concluded the study considering for the genealogical analyses only the more reliable information obtained from individuals with full ascendant records over at least two generations; for the analysis of molecular markers, in order to take into account errors in the process of genotype determination, we used data obtained from two subsets of individuals, one considering those genotyped for at least 27 of the 30 markers, and another containing the original data presented on the MSc thesis (results of all genotyped individuals). The inbreeding coefficients identified in the introduction as $f$ and $F$ are referred to in the article representing this chapter as $F$ and $F_g$, respectively; the article was published in the specialized journal Human Biology (Lemes, RB, Nunes, K, Meyer, D, Mingroni-Netto, RC, Otto, PA. Estimation of inbreeding and substructure levels in African-derived Brazilian quilombo populations. *Hum. Biol.* 86: 276–88. 2014).
Estimation of Inbreeding and Substructure Levels
in African-Derived Brazilian Quilombo Populations

Renan B. Lemos, Kelly Nunes, Diogo Meyer, Regina Célia Mingroni-Netto, and Paula A. Otto

ABSTRACT
This article deals with the estimation of inbreeding and substructure levels in a set of 10 (later regrouped as eight) African-derived quilombo communities from the Ribeira River Valley in the southern portion of the state of São Paulo, Brazil. Inbreeding levels were assessed through $F$-values estimated from the direct analysis of genealogical data and from the statistical analysis of a large set of 30 molecular markers. The levels of population substructure found were modest, as was the degree of inbreeding: in the set of all communities considered together, $F$-values were 0.00136 and 0.00248 when using raw and corrected data from their complete genealogical structures, respectively, and 0.022 and 0.036 when using the information taken from the statistical analysis of all 30 loci and of 14 single-nucleotide polymorphic loci, respectively. The overall frequency of consanguineous marriages in the set of all communities considered together was ~2%. Although modest, the values of the estimated parameters are much larger than those obtained for the overall Brazilian population and in general much smaller than the ones recorded for other Brazilian isolates. To circumvent problems related to heterogeneous sampling and virtual absence of reliable records of biological relationships, we had to develop or adapt several methods for making valid estimates of the prescribed parameters.

Over three million Africans were brought to Brazil as slaves over a period of three hundred years. Runaway, abandoned, and freed slaves created small communities known as quilombos, the remnants of which in the state of São Paulo are confined to its southern border along the Ribeira River Valley (Figure 1). The region’s geography afforded these communities a certain degree of isolation. These settlements became traditional rural communities surviving on subsistence agriculture for many decades. Some drastic recent changes have taken place in the lifestyle of their inhabitants, with traditional agriculture replaced by the cultivation of more commercially valuable products (Santos and Tatto 2008; Passinato and Retel 2009). This nutritional transition process has resulted in the high rates, among its inhabitants, of multifactorial (complex) diseases, such as essential hypertension and obesity (Angeli et al. 2011; Kimura et al. 2012).

Quilombos have long been the subject of interest for population and evolutionary geneticists. They usually originate from a relatively small number of individuals (founder effect) and remain isolated over several generations, thus being subjected to the classical process of micro-differentiation due mainly to random genetic drift. Many (but not all) isolates studied in Brazil and elsewhere (see Table
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show detectable levels of inbreeding. This is measured by the average inbreeding coefficient $F$ of its individuals or, as usually happens, using simplified methods that weigh the various inbreeding coefficients of the progenies corresponding to the different types of marriages occurring in the population. As Cavalli-Sforza and Bodmer (1971: 352) point out, "these inbreeding estimates take into account only easily detectable consanguinity, which rarely includes relationships more remote than third cousins." Therefore, genealogical estimates of the mean inbreeding coefficient, in spite of being able to demonstrate the presence of consanguinity even at very modest rates, clearly constitute an underestimate of the real parameter value. More realistic estimates of consanguinity rates can be inferred from the population analysis of genetic markers (classical or molecular). The main problem with this strategy is that incredibly large samples are required in order to reveal statistically significant departures from $p^2+\delta pq+q^2$ Hardy-Weinberg equilibrium rates, as Figure 2 clearly shows. For instance, a sample size of about 1,500 individuals is necessary to detect a significant value of the inbreeding coefficient in an inbred population having a parameter value of $F = 0.05$. Another problem with $F$-coefficients so estimated is that they should be differentiated from similar coefficients that might be spuriously interpreted as indicative of inbreeding and that commonly arise when the populations under study are hierarchically stratified (Wahlund's effect).

The primary objective of this study was to provide estimates of inbreeding and of substructure levels from a set of 10 quilombo communities. In order to circumvent problems related to the paucity of written and oral historical records and those related to heterogeneous molecular sampling (detailed in the sections below), we had to develop or adapt several methods for obtaining reliable
estimates of the prescribed parameters of inbreeding and population substructure. The presentation of these methodological variations is an important contribution of this report.

**Subjects and Methods**

**Populations and Subjects**

Like other quilombos in Brazil, the communities here presented were founded, in the last decades of the 19th century, by a relatively small number of runaway, abandoned, and freed African-derived slaves. Over the years the communities grew to include individuals from different ancestries (most of them African derived, but also some Amerindians and admixed individuals with African and European ancestry). Given their proximity (most communities of the Ribeira River Valley are contiguous and within walking distance), relatively high levels of gene flow are expected to have occurred among the communities over the next five or six generations that have elapsed since their founding. Taking all this into account, a relatively high degree of homogeneity is expected to be found among them, as well as a relatively low inbreeding level within them. Table 1 lists the present number of living individuals in each community and the corresponding numbers of individuals interviewed for assessing genealogical data (per community) and of individuals molecularly genotyped (per locus and community). The data from two pairs of communities (Galvão + São Pedro and Maria Rosa + Pilões) were grouped and analyzed together since they occupy adjacent territories, being basically formed by the same family groups.

This study was approved by the ethics committee of the Instituto de Ciências Biomédicas, Universidade de São Paulo. Informed consent was obtained from all participants in the study.

**Genotype Determination**

Molecular (DNA markers) and genealogical data from the eight communities were obtained in different surveys organized and performed by members of the Laboratory of Human Genetics of our Department and partly reported in Mingroni-Netto et al. (2009a, 2009b), Cotrim et al. (2004), Angeli et al. (2005, 2011), Auricchio et al. (2007), Yeh et al. (2008), and Kimura et al. (2012, 2013). Our analyses used data from 14 autosomal single-nucleotide polymorphisms (SNPs) previously genotyped in our laboratory (for details on methodology, see Angeli et al. 2011; Kimura et al. 2012): ACE (rs1799752), NOS3 (rs1799983), GRB3 (rs5443), GRB3 (rs5441), AGT (rs69), ADD2 (rs3755351), GRK4 (rs6801058), PLIN1 (rs2289487), INSIG2 (rs7566605), LEP
Table 1. Numbers of Genotyped Individuals for Each Molecular Marker at a Given Community

<table>
<thead>
<tr>
<th>Measure</th>
<th>Community</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AB</td>
<td>AN</td>
</tr>
<tr>
<td>N</td>
<td>573</td>
<td>320</td>
</tr>
<tr>
<td>N_0</td>
<td>364</td>
<td>247</td>
</tr>
</tbody>
</table>

SNP markers

<table>
<thead>
<tr>
<th>SNP markers</th>
<th>136</th>
<th>86</th>
<th>99</th>
<th>77</th>
<th>55</th>
<th>89</th>
<th>78</th>
<th>56</th>
<th>636</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACE (rs1799752)</td>
<td>96</td>
<td>96</td>
<td>99</td>
<td>77</td>
<td>55</td>
<td>89</td>
<td>78</td>
<td>56</td>
<td>636</td>
</tr>
<tr>
<td>NOS3 (rs1799983)</td>
<td>59</td>
<td>79</td>
<td>92</td>
<td>76</td>
<td>30</td>
<td>67</td>
<td>78</td>
<td>56</td>
<td>537</td>
</tr>
<tr>
<td>NOS3 (rs54443)</td>
<td>95</td>
<td>78</td>
<td>98</td>
<td>77</td>
<td>39</td>
<td>67</td>
<td>78</td>
<td>56</td>
<td>586</td>
</tr>
<tr>
<td>GNB2 (rs5441)</td>
<td>93</td>
<td>65</td>
<td>94</td>
<td>62</td>
<td>54</td>
<td>84</td>
<td>77</td>
<td>66</td>
<td>595</td>
</tr>
<tr>
<td>GNB2 (rs6669)</td>
<td>58</td>
<td>48</td>
<td>92</td>
<td>76</td>
<td>30</td>
<td>63</td>
<td>78</td>
<td>56</td>
<td>501</td>
</tr>
<tr>
<td>AD22 (rs3755351)</td>
<td>92</td>
<td>75</td>
<td>90</td>
<td>76</td>
<td>65</td>
<td>48</td>
<td>73</td>
<td>59</td>
<td>558</td>
</tr>
<tr>
<td>LGR4 (rs1801058)</td>
<td>91</td>
<td>85</td>
<td>97</td>
<td>75</td>
<td>52</td>
<td>86</td>
<td>77</td>
<td>72</td>
<td>635</td>
</tr>
<tr>
<td>PLXN1 (rs2289407)</td>
<td>93</td>
<td>108</td>
<td>115</td>
<td>128</td>
<td>64</td>
<td>109</td>
<td>93</td>
<td>78</td>
<td>788</td>
</tr>
<tr>
<td>INSL2 (rs7566605)</td>
<td>93</td>
<td>103</td>
<td>112</td>
<td>125</td>
<td>65</td>
<td>102</td>
<td>93</td>
<td>79</td>
<td>772</td>
</tr>
<tr>
<td>LEP (rs2167270)</td>
<td>94</td>
<td>106</td>
<td>114</td>
<td>116</td>
<td>61</td>
<td>109</td>
<td>92</td>
<td>80</td>
<td>772</td>
</tr>
<tr>
<td>LEP (rs1371011)</td>
<td>94</td>
<td>107</td>
<td>115</td>
<td>116</td>
<td>60</td>
<td>109</td>
<td>91</td>
<td>79</td>
<td>771</td>
</tr>
<tr>
<td>ADRB2 (rs10422713)</td>
<td>95</td>
<td>102</td>
<td>111</td>
<td>110</td>
<td>61</td>
<td>104</td>
<td>91</td>
<td>78</td>
<td>752</td>
</tr>
<tr>
<td>FABP4 (rs1801208)</td>
<td>93</td>
<td>103</td>
<td>115</td>
<td>102</td>
<td>61</td>
<td>106</td>
<td>93</td>
<td>80</td>
<td>753</td>
</tr>
<tr>
<td>RETN (rs1862513)</td>
<td>89</td>
<td>105</td>
<td>113</td>
<td>126</td>
<td>65</td>
<td>104</td>
<td>91</td>
<td>76</td>
<td>769</td>
</tr>
</tbody>
</table>

Microsatellite markers

<table>
<thead>
<tr>
<th>Microsatellite markers</th>
<th>36</th>
<th>24</th>
<th>34</th>
<th>51</th>
<th>37</th>
<th>41</th>
<th>39</th>
<th>28</th>
<th>135</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1S551</td>
<td>36</td>
<td>24</td>
<td>34</td>
<td>51</td>
<td>37</td>
<td>41</td>
<td>39</td>
<td>28</td>
<td>135</td>
</tr>
<tr>
<td>D4S3248</td>
<td>36</td>
<td>24</td>
<td>34</td>
<td>50</td>
<td>37</td>
<td>41</td>
<td>39</td>
<td>28</td>
<td>135</td>
</tr>
<tr>
<td>D5S816</td>
<td>36</td>
<td>25</td>
<td>34</td>
<td>51</td>
<td>37</td>
<td>41</td>
<td>39</td>
<td>28</td>
<td>135</td>
</tr>
<tr>
<td>D6S1040</td>
<td>35</td>
<td>22</td>
<td>33</td>
<td>52</td>
<td>37</td>
<td>43</td>
<td>39</td>
<td>31</td>
<td>292</td>
</tr>
<tr>
<td>D7S821</td>
<td>36</td>
<td>24</td>
<td>34</td>
<td>51</td>
<td>37</td>
<td>41</td>
<td>39</td>
<td>28</td>
<td>135</td>
</tr>
<tr>
<td>D7S3061</td>
<td>36</td>
<td>24</td>
<td>34</td>
<td>51</td>
<td>37</td>
<td>41</td>
<td>39</td>
<td>28</td>
<td>135</td>
</tr>
<tr>
<td>D8S2324</td>
<td>36</td>
<td>22</td>
<td>34</td>
<td>52</td>
<td>37</td>
<td>43</td>
<td>39</td>
<td>31</td>
<td>294</td>
</tr>
<tr>
<td>D9S301</td>
<td>37</td>
<td>23</td>
<td>34</td>
<td>52</td>
<td>37</td>
<td>43</td>
<td>39</td>
<td>31</td>
<td>294</td>
</tr>
<tr>
<td>D9S5922</td>
<td>36</td>
<td>24</td>
<td>34</td>
<td>51</td>
<td>36</td>
<td>41</td>
<td>39</td>
<td>28</td>
<td>135</td>
</tr>
<tr>
<td>D10S1426</td>
<td>29</td>
<td>18</td>
<td>30</td>
<td>49</td>
<td>34</td>
<td>39</td>
<td>38</td>
<td>25</td>
<td>262</td>
</tr>
<tr>
<td>D11S317</td>
<td>37</td>
<td>22</td>
<td>34</td>
<td>52</td>
<td>37</td>
<td>43</td>
<td>39</td>
<td>31</td>
<td>295</td>
</tr>
<tr>
<td>D11S539</td>
<td>36</td>
<td>24</td>
<td>34</td>
<td>51</td>
<td>37</td>
<td>41</td>
<td>39</td>
<td>28</td>
<td>135</td>
</tr>
<tr>
<td>D18S535</td>
<td>37</td>
<td>23</td>
<td>34</td>
<td>52</td>
<td>37</td>
<td>43</td>
<td>39</td>
<td>31</td>
<td>295</td>
</tr>
<tr>
<td>D19S559</td>
<td>36</td>
<td>22</td>
<td>34</td>
<td>52</td>
<td>37</td>
<td>43</td>
<td>39</td>
<td>31</td>
<td>295</td>
</tr>
<tr>
<td>D20S482</td>
<td>37</td>
<td>23</td>
<td>34</td>
<td>52</td>
<td>37</td>
<td>43</td>
<td>39</td>
<td>31</td>
<td>295</td>
</tr>
<tr>
<td>D2151427</td>
<td>32</td>
<td>19</td>
<td>22</td>
<td>38</td>
<td>26</td>
<td>34</td>
<td>25</td>
<td>11</td>
<td>207</td>
</tr>
</tbody>
</table>

N: estimated number of adult individuals (Auricchio et al. 2007). N_0: number of individuals interviewed for gathering genealogical data. Communities are as defined in Figure 1.

(rs2167270), LEPR (rs1371011), ADRB2 (rs10422713), PPARG (rs1801208), and RETN (rs1862513).

Using DNA samples from some 300 individuals of the communities, we determined the genotypes of the following 16 autosomal microsatellite loci: D1S551, D4S3248, D5S816, D6S1040, D7S821, D7S3061, D8S2324, D9S301, D9S5922, D10S1426, D11S317, D16S539, D18S535, D19S559, D20S482, and D21S1427. The primer sequences were generated using software Primer3 (Rozen and Skaltsky 2000), and the forward sequences were marked with fluorescence (Supplementary Table SI). Microsatellite genotypes were determined by polymerase chain reaction in four multiplex systems submitted to capillary electrophoresis on ABI 3730 DNA analyzer (Applied Biosystems, Foster City, CA). All
analyses were carried out using the Peak Scanner software, version 1.0 (Applied Biosystems).

Different groups of individuals were selected for determination of molecular markers on different occasions with distinct purposes: the first set of seven SNP markers of the 14 listed above were used primarily in association studies with arterial hypertension, and the last seven, in association studies with obesity. As a result, data for each set of marker only partially overlap, introducing an additional source of variation, leading us to expect to find a significant degree of heterogeneity among loci and populations.

**Genealogical Data**

Genealogical analysis of data based on detailed interviews provided information for about 2,000 individuals, which allowed us to estimate a mean inbreeding coefficient or fixation index ($F_{st}$) for each community and in the set of all communities. Our analysis included all living individuals who were born in a given community. We also considered as belonging to a given community migrant individuals who had offspring with native quilombo inhabitants from that community. Information from deceased individuals was used only to assess biological relationships among individuals within communities. The total number of inhabitants and individuals interviewed for genealogical data (2,641 and 1,879, respectively) varied from 573 and 364 to 184 and 148 per community, respectively; the total number of genotype determinations varied from 788 to 207 in relation to different loci in the total population (see Table 1).

Thequilombo communities here studied were isolated for a long period of time, with few historical records (written or oral) of biological relationships. In order to correct or decrease this bias, average inbreeding coefficients (per community and for the set of all communities grouped together), in addition to being estimated using all available information, were assessed just from individuals that possessed double-checked information on their ascendants over at least two generations. From the total of 3,959 individuals represented in the genealogies, 2,171 provided complete information on their ascendants over at least two generations; just 794 among them had reliable information (in order to establish the presence of eventual biological relationships) for at least half of their great-grandparents; and fewer than 100 individuals had reliable information for all their great-grandparents.

**Quantitative Analyses**

**Genealogical Analysis**

Genealogical estimates of the mean inbreeding coefficient (fixation index $F_{st}$) for each community and in the set of all communities were obtained by averaging the individual inbreeding coefficients ($f_i$) from all individuals represented in the genealogies and from a subsample of individuals that possessed information on their ascendants over at least two generations. The values of each $f_i$ were obtained by the usual Wright's (1922) formula $f_i = \Sigma[1/2^a \times (1 + f_i)]$, in which $n$ is the number of individuals between the parental pair and the common ancestor, including these three individuals, and $f_i$ is the inbreeding coefficient of the common ancestor of the parental pair.

**Molecular Markers Data Analysis**

Reliable estimates of genotype and allele frequencies and of the average inbreeding coefficient (Wright's fixation index) $F = 1 - \Sigma P(a)P(a)$, which reduces to $F = 1 - P(\text{AA})/(2pq)$ in the two-allele case, were obtained through programs developed in a Windows-based structured BASIC dialect (Liberty BASIC, version 4.04; Shoptalk Systems, Framingham, MA) and using the package of mathematical routines Mathematica, version 8.0.4.0 (Wolfram Research, Champaign, IL). By means of chi-squared tests and bootstrap simulation techniques, these programs test the samples for departures of Hardy-Weinberg ratios, estimate their corresponding fixation index values, construct "exact" confidence intervals for them, and perform appropriate substructure analyses.

Mean values of $F$ for the whole population in relation to each locus were obtained by adding the corresponding data of all communities. In the case of the set of all loci per population or in the set of all populations, average $F$-values were estimated by the usual method of combining them by the reciprocal values of their corresponding variances:

$$F = \frac{\Sigma [F_i/\text{var}(F_i)]}{\Sigma [1/\text{var}(F_i)]},$$

with $i$ varying from 1 to the number of different loci.
loci. The appropriate estimation of the variance of the inbreeding coefficient, \( \text{var}(F) \), is a complicated issue, and the formula derived by Fyfe and Bailey (1951) for the case of two autosomal alleles is generally used:

\[
\text{var}(F) = \frac{(1-F)^2(1-2F)}{N} + \frac{F(1-F)(2-F)}{2Np(1-p)},
\]

in which \( p = P(A) = \frac{2N(AA) + N(Aa)}{2N} \), \( F = 1 - \frac{N[AA]}{N}[2p(1-p)] \), \( N = N(AA) + N(Aa) + N(aa) \), and \( A \) and \( a \) are a pair of alleles segregating in an autosomal locus.

We were able to derive a different formula for the variance of \( F \) whose numerical values for the two-allele case are virtually the same as those obtained using either the formula proposed by Fyfe and Bailey (1951) or the average population values estimated by simulations using bootstrapping techniques. Our formula is expressed in the two-allele case by the equation

\[
\text{var}(F) = \frac{N_1N_2[N_2(N_3 + 4N_1N_2 + N_1N_3)]}{(Npq)^2[p(1-p)(q + pF)]} = \frac{(N_1 + N_2)(N_2N_3 + 4N_1N_2 + N_1N_3)}{(Npq)(1 + F)},
\]

where \( N_1 = N(AA) \), \( N_2 = N(Aa) \), \( N_3 = N(aa) \), \( N = N_1 + N_2 + N_3 \), \( p = 1 - q = \frac{2N_1 + N_2}{2N} \), and \( F = 1 - N_3/2pq \).

Unlike Fyfe and Bailey's formula, it is possible to adapt this formula to the generalized case of any number of alleles segregating at an autosomal locus. The subject has theoretical interest; mathematical details about its derivation and properties will be published and discussed elsewhere.

To determine which values of \( F \) could be considered as outliers and should be excluded from a global analysis, we proceeded as follows: in the long run the various per locus estimates of \( F \) inside the same community are expected to be normally distributed around the average \( F \) value for that community, so the outlier values should be outside the usual 95% range \( F \pm 1.96\text{var}(F)^{1/2} \), where \( F = \Sigma x_i F_i \text{ var}(F) = \Sigma x_i F_i^2 - F^2 \), and \( x_i = \text{var}^{-1}(F_i)/\Sigma x_i + 1/a \) \( \text{var}(F) \).

"Exact" 95% confidence intervals for the estimated values of the mean inbreeding coefficient (fixation index) \( F \) were obtained for each combination locus/community through 1,000 computer-assisted bootstrap simulations of samples, each having the same size and genotypic proportions observed in the actual one. A similar approach with variations was used to construct the confidence intervals of Wright's substructure indexes \( F_{ST} \), \( F_{IT} \) and \( F_{IS} \).

For the substructure analysis, we recoded the microsatellite markers as biallelic, with the first allele corresponding to the allele with the highest frequency in the population and the second allele being equivalent to the total of the remaining alleles.

To circumvent problems related to heterogeneous sampling of loci and communities, besides performing the analyses detailed above in the whole data set (considering all genotyped individuals), we repeated the procedures using a subsample containing only individuals genotyped for all loci. Since with this strategy the sample size dropped to only 87 individuals (Supplementary Table S2), we also used a subsample containing all individuals who were genotyped for at least 27 of the 30 marker systems, resulting in a sample of 207 individuals (Supplementary Table S3). To take into account the different nature of the sets of molecular markers used, we estimated all parameters in relation to SNPs and microsatellites separately.

**Results and Discussion**

**Genealogical Analysis**

Table 2 lists the estimated values of the inbreeding coefficient (\( F_c \)) from the genealogical analysis of the eight communities considered separately and together, taking into account the data from all 3,959 individuals with genealogical information. Table 3 lists the same values estimated from the set of 2,171 individuals who had complete information about their descendants over at least two generations. Unlike other estimates derived from genealogical analysis, which calculate the population \( F \) value weighing the different \( F \)-values by the mean sizes of the sibships from which they were estimated, our \( F \) estimate is the average value of the parameters estimated for each living individual of the population.

Before applying our methodology to the quilombos reported here, we tested its performance by applying it to the published genealogical structure of the quilombo isolate of Valongo (Souza and Culpi 1992) in the southern state of Santa Catarina (Supplementary Figure S1), founded by just four couples, where the frequency of consanguineous
Table 2. Estimates of $F$ Obtained by Genealogical Analysis: All Individuals

<table>
<thead>
<tr>
<th>Community</th>
<th>$N$</th>
<th>$F_1$</th>
<th>% CM</th>
</tr>
</thead>
<tbody>
<tr>
<td>AB</td>
<td>773</td>
<td>0.00344</td>
<td>3.63</td>
</tr>
<tr>
<td>AN</td>
<td>567</td>
<td>0.00245</td>
<td>2.31</td>
</tr>
<tr>
<td>GA/SP</td>
<td>446</td>
<td>0.00070</td>
<td>1.72</td>
</tr>
<tr>
<td>IV</td>
<td>575</td>
<td>0.00033</td>
<td>0.63</td>
</tr>
<tr>
<td>MR/PS</td>
<td>326</td>
<td>0.00024</td>
<td>0.88</td>
</tr>
<tr>
<td>NH</td>
<td>434</td>
<td>0.00176</td>
<td>5.26</td>
</tr>
<tr>
<td>PC</td>
<td>368</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>TU</td>
<td>472</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>3,959</td>
<td>0.00136</td>
<td>1.87</td>
</tr>
</tbody>
</table>

Communities are as defined in Figure 1; $N$, number of individuals included in the analyses; $F_1$, estimated value of the inbreeding coefficient; % CM, observed frequencies of consanguineous marriages.

Table 3. Estimates of $F$ Obtained by Genealogical Analysis: Individuals with Complete Information for Their Ascendants over at Least Two Generations

<table>
<thead>
<tr>
<th>Community</th>
<th>$N$</th>
<th>$F_1$</th>
<th>% CM</th>
</tr>
</thead>
<tbody>
<tr>
<td>AB</td>
<td>380</td>
<td>0.00699</td>
<td>8.18</td>
</tr>
<tr>
<td>AN</td>
<td>383</td>
<td>0.00363</td>
<td>5.68</td>
</tr>
<tr>
<td>GA/SP</td>
<td>235</td>
<td>0.00133</td>
<td>4.76</td>
</tr>
<tr>
<td>IV</td>
<td>288</td>
<td>0.00065</td>
<td>1.47</td>
</tr>
<tr>
<td>MR/PS</td>
<td>152</td>
<td>0.00052</td>
<td>2.22</td>
</tr>
<tr>
<td>NH</td>
<td>221</td>
<td>0.00346</td>
<td>13.95</td>
</tr>
<tr>
<td>PC</td>
<td>368</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>TU</td>
<td>472</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>2,171</td>
<td>0.00248</td>
<td>4.98</td>
</tr>
</tbody>
</table>

Communities are as defined in Figure 1; $N$, number of individuals included in the analyses; $F_1$, estimated value of the inbreeding coefficient; % CM, observed frequencies of consanguineous marriages.

Table 4. Estimates of $F$ and Percent Consanguineous Marriages (% CM) from Several Isolates Reported in the Literature

<table>
<thead>
<tr>
<th>Population</th>
<th>$F$</th>
<th>% CM</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jewish isolate from Curitiba (Brazil)</td>
<td>0.0013</td>
<td>4.0</td>
<td>Freire-Maia and Krieger 1963</td>
</tr>
<tr>
<td>Amish of Adams county (USA)</td>
<td>0.0195</td>
<td>66.5</td>
<td>Jackson et al. 1968</td>
</tr>
<tr>
<td>Törbel (Switzerland)</td>
<td>0.0058</td>
<td>—</td>
<td>Ellis and Starrer 1978</td>
</tr>
<tr>
<td>Quilombo of Valongo (Brazil)</td>
<td>0.0477</td>
<td>85.0</td>
<td>Souza and Culpi 1992</td>
</tr>
<tr>
<td>Amish of Lancaster (USA)</td>
<td>0.0166</td>
<td>—</td>
<td>Dorsten et al. 1999</td>
</tr>
<tr>
<td>Hutterites of South Dakota (USA)</td>
<td>0.0340</td>
<td>—</td>
<td>Abney et al. 2000</td>
</tr>
<tr>
<td>India</td>
<td>0.0075</td>
<td>11.9</td>
<td>Bittles 2002</td>
</tr>
<tr>
<td>Southern India</td>
<td>0.0212</td>
<td>31.0</td>
<td>Bittles 2002</td>
</tr>
<tr>
<td>Amman (Jordan)</td>
<td>0.0162</td>
<td>28.4</td>
<td>Hammon et al. 2005</td>
</tr>
<tr>
<td>Quilombo of Ribeira River Valley (Brazil)</td>
<td>0.0025</td>
<td>4.6</td>
<td>Present study</td>
</tr>
</tbody>
</table>

unions is 85%. We obtained the estimate $F_G = 0.0457$ for the whole community, a value that is not significantly different from the estimate of 0.0477 obtained by Souza and Culpi (1992) using the formula $F = 2(N_e - 1)/(2N_e - (2N_e - 1)(1 - m_e))$, where $N_e$ is the breeding population size, $N_e = 2(N_e - 1)/(k - 1 + z^2/k)$ is the effective population size, $m_e$ is the effective migration rate, and $k$ is the average offspring size in the breeding population.

The estimated values of $F$ for the set of all communities grouped together range from 0.00136 (considering all individuals) to 0.00248 (considering only the subset of 2,171 individuals with more reliable information). These values are approximately 1.5–3 times higher than the corresponding estimate for the total Brazilian population ($F = 0.00088$) and about 2–4 times higher than the estimate for the population of the state of São Paulo ($F = 0.00067$) (Freire-Maia 1957, 1990). The community values of $F$ ranged from zero in two aggregates to 0.00344 (Table 2) or 0.00699 (Table 3) in the population of Abobral (AB).

As already commented, the values of $F_G$ in the quilombos reported here are underestimates of the true values due to many factors, such as lack of information on many branches of the genealogies and generalized absence of reliable records as to the origin of the populations, as well as to biological relationships among their members. In any case, the strategy of reassessing the parameter in the subsample containing only individuals with more reliable information was able to partially eliminate this bias.

Table 4 compares our estimates of both inbreeding coefficient and the frequency of consanguineous marriages with the results from isolate surveys in the literature. With the exception of the Brazilian Jewish isolate studied by Freire-Maia and Krieger (1963), all other communities listed in Table 4 show relatively large $F$-values, almost always associated with substantial levels of consanguineous unions, unlike our results shown in Tables 2 and 3.

The strikingly high inbreeding levels of Valongo quilombo are perfectly compatible with the fact that the community presently comprises fewer than 100 individuals, all originated from only four founding couples. Unlike this community, the whole isolate of the Ribeira River Valley has more than 2,500 adult individuals. Its size, together with other factors (see Subjects and Methods), probably
Table 5. Average $F$ (95% Confidence Intervals) in Relation to Microsatellites, SNPs, and All Markers Together

<table>
<thead>
<tr>
<th>Community</th>
<th>Microsatellites</th>
<th>SNPs</th>
<th>All Markers</th>
</tr>
</thead>
<tbody>
<tr>
<td>AB</td>
<td>$-0.010$ ($-0.104, 0.085$)</td>
<td>$0.020$ ($-0.151, 0.192$)</td>
<td>$0.011$ ($-0.149, 0.171$)</td>
</tr>
<tr>
<td>AN</td>
<td>$-0.042$ ($-0.244, 0.160$)</td>
<td>$0.003$ ($-0.113, 0.119$)</td>
<td>$-0.002$ ($-0.132, 0.129$)</td>
</tr>
<tr>
<td>GA/SP</td>
<td>$-0.138$ ($-0.225, -0.052$)</td>
<td>$0.045$ ($-0.145, 0.235$)</td>
<td>$-0.057$ ($-0.226, 0.112$)</td>
</tr>
<tr>
<td>IV</td>
<td>$-0.051$ ($-0.176, 0.074$)</td>
<td>$-0.006$ ($-0.249, 0.236$)</td>
<td>$-0.014$ ($-0.239, 0.211$)</td>
</tr>
<tr>
<td>MR/PS</td>
<td>$-0.036$ ($-0.157, 0.086$)</td>
<td>$0.060$ ($-0.247, 0.364$)</td>
<td>$0.031$ ($-0.246, 0.309$)</td>
</tr>
<tr>
<td>NH</td>
<td>$-0.064$ ($-0.117, -0.010$)</td>
<td>$-0.051$ ($-0.206, 0.105$)</td>
<td>$-0.059$ ($-0.169, 0.052$)</td>
</tr>
<tr>
<td>PC</td>
<td>$-0.041$ ($-0.060, -0.021$)</td>
<td>$-0.037$ ($-0.180, 0.106$)</td>
<td>$-0.035$ ($-0.117, 0.047$)</td>
</tr>
<tr>
<td>TU</td>
<td>$-0.028$ ($-0.149, 0.094$)</td>
<td>$0.001$ ($-0.231, 0.232$)</td>
<td>$-0.002$ ($-0.223, 0.218$)</td>
</tr>
<tr>
<td>Total</td>
<td>$-0.002$ ($-0.064, 0.060$)</td>
<td>$0.036$ ($-0.049, 0.121$)</td>
<td>$0.022$ ($-0.050, 0.093$)</td>
</tr>
</tbody>
</table>

Communities are as defined in Figure 1.

Table 6. Average $F$ (95% Confidence Intervals): Only Individuals Genotyped for at Least 27 of 30 Markers

<table>
<thead>
<tr>
<th>Community</th>
<th>Microsatellites</th>
<th>SNPs</th>
<th>All Markers</th>
</tr>
</thead>
<tbody>
<tr>
<td>AB</td>
<td>$-0.071$ ($-0.101, -0.042$)</td>
<td>$-0.013$ ($-0.166, 0.146$)</td>
<td>$-0.057$ ($-0.140, 0.026$)</td>
</tr>
<tr>
<td>AN</td>
<td>$-0.049$ ($-0.272, 0.175$)</td>
<td>$-0.035$ ($-0.323, 0.253$)</td>
<td>$-0.039$ ($-0.309, 0.230$)</td>
</tr>
<tr>
<td>GA/SP</td>
<td>$-0.065$ ($-0.138, 0.009$)</td>
<td>$0.017$ ($-0.183, 0.216$)</td>
<td>$-0.078$ ($-0.249, 0.093$)</td>
</tr>
<tr>
<td>IV</td>
<td>$-0.031$ ($-0.105, 0.043$)</td>
<td>$-0.045$ ($-0.288, 0.198$)</td>
<td>$-0.013$ ($-0.195, 0.170$)</td>
</tr>
<tr>
<td>MR/PS</td>
<td>$-0.057$ ($-0.151, 0.038$)</td>
<td>$-0.069$ ($-0.348, 0.209$)</td>
<td>$-0.038$ ($-0.273, 0.197$)</td>
</tr>
<tr>
<td>NH</td>
<td>$-0.089$ ($-0.227, 0.050$)</td>
<td>$0.059$ ($-0.286, 0.404$)</td>
<td>$-0.053$ ($-0.238, 0.133$)</td>
</tr>
<tr>
<td>PC</td>
<td>$-0.104$ ($-0.204, -0.005$)</td>
<td>$0.011$ ($-0.298, 0.321$)</td>
<td>$-0.045$ ($-0.242, 0.111$)</td>
</tr>
<tr>
<td>TU</td>
<td>$-0.049$ ($-0.226, 0.127$)</td>
<td>$0.005$ ($-0.322, 0.332$)</td>
<td>$0.001$ ($-0.277, 0.280$)</td>
</tr>
<tr>
<td>Total</td>
<td>$-0.024$ ($-0.467, 0.419$)</td>
<td>$0.055$ ($-0.464, 0.575$)</td>
<td>$0.013$ ($-0.167, 0.192$)</td>
</tr>
</tbody>
</table>

Communities are as defined in Figure 1.

account for the unusually low inbreeding levels detected in the isolate here reported.

**Molecular Marker Analysis**

Our analysis of a set of independent autosomal loci provided us with estimates of mean $F$-values both for the individual quilombo communities and for all of them together, in relation to each locus and for the set of all loci considered together. Outlier values, determined using the method described in Subjects and Methods, were not considered for any calculations.

Considering the frequency of $P$-values $< 0.05$, only in six of a total of 239 combinations ($-2.5\%$) of locus/community was the hypothesis of $p^2 + 2pq + q^2$ ratios of Hardy-Weinberg equilibrium rejected, which is slightly less than the expected proportion by chance in the long run. When all quilombo communities were considered together, the genotype frequencies at 2 of 30 loci ($-6.7\%$) deviated significantly from Hardy-Weinberg ratios at the same rejection level of 5%, which clearly indicates just a nonsignificant excess of positive results. Including the data obtained from pooling, per locus, all communities together, a total of approximately 250 tests for verifying the hypothesis $F = 0$ were performed. A Bonferroni-type correction of our data will show that none of the tests produced a significant $P$ value.

Table 5 summarizes the results for each isolate and for the set of all communities considered together, in relation to (a) the set of 16 microsatellite markers, (b) the set of 14 SNPs, and (c) all loci considered together. Table 6 shows the results for the analysis of a data set containing all individuals that were genotyped for at least 27 of the 30 markers.
Table 7. Estimates of Fixation Indexes (95% Confidence Intervals) by Marker

<table>
<thead>
<tr>
<th>Marker</th>
<th>$F_s$</th>
<th>$F_c$</th>
<th>$F_d$</th>
<th>$F_b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACE(rs1799752)</td>
<td>0.097</td>
<td>0.045</td>
<td>0.054</td>
<td>0.032, 0.128</td>
</tr>
<tr>
<td>NOS3(rs1799983)</td>
<td>0.054</td>
<td>0.021</td>
<td>0.033</td>
<td>0.047, 0.132</td>
</tr>
<tr>
<td>GNB3(rs5443)</td>
<td>0.030</td>
<td>0.037</td>
<td>-0.07</td>
<td>0.076, 0.063</td>
</tr>
<tr>
<td>GNB3(rs5441)</td>
<td>0.085</td>
<td>0.025</td>
<td>0.042</td>
<td>0.044, 0.151</td>
</tr>
<tr>
<td>AGT(rs6697)</td>
<td>-0.028</td>
<td>0.013</td>
<td>-0.041</td>
<td>-0.137, 0.052</td>
</tr>
<tr>
<td>ADD2(rs3755351)</td>
<td>0.062</td>
<td>0.020</td>
<td>0.043</td>
<td>-0.053, 0.118</td>
</tr>
<tr>
<td>GRK4(rs1801058)</td>
<td>0.018</td>
<td>0.015</td>
<td>0.033</td>
<td>-0.082, 0.083</td>
</tr>
<tr>
<td>PLIN1(rs2289487)</td>
<td>0.104</td>
<td>0.031</td>
<td>0.075</td>
<td>0.046, 0.139</td>
</tr>
<tr>
<td>INS(rs7566605)</td>
<td>0.002</td>
<td>0.153</td>
<td>0.014</td>
<td>0.099, 0.058</td>
</tr>
<tr>
<td>LEP(rs2142770)</td>
<td>0.017</td>
<td>0.023</td>
<td>0.005</td>
<td>0.082, 0.066</td>
</tr>
<tr>
<td>LEPR(rs1137101)</td>
<td>0.001</td>
<td>0.032</td>
<td>0.033</td>
<td>0.103, 0.031</td>
</tr>
<tr>
<td>ADRB2(rs1042713)</td>
<td>-0.034</td>
<td>0.027</td>
<td>0.063</td>
<td>-0.152, 0.014</td>
</tr>
<tr>
<td>PPARG(rs1801282)</td>
<td>0.056</td>
<td>0.061</td>
<td>-0.002</td>
<td>0.076, 0.065</td>
</tr>
<tr>
<td>RETN(rs1862513)</td>
<td>-0.064</td>
<td>0.015</td>
<td>-0.019</td>
<td>-0.092, 0.046</td>
</tr>
<tr>
<td>D5S816</td>
<td>-0.122</td>
<td>0.001</td>
<td>-0.123</td>
<td>-0.231, -0.041</td>
</tr>
<tr>
<td>D15S51</td>
<td>0.097</td>
<td>0.024</td>
<td>0.075</td>
<td>-0.049, 0.174</td>
</tr>
<tr>
<td>D7S3061</td>
<td>0.092</td>
<td>0.007</td>
<td>0.036</td>
<td>0.097, 0.103</td>
</tr>
<tr>
<td>D4S3248</td>
<td>0.067</td>
<td>0.012</td>
<td>0.056</td>
<td>-0.081, 0.160</td>
</tr>
<tr>
<td>D16S539</td>
<td>-0.015</td>
<td>0.011</td>
<td>-0.026</td>
<td>-0.149, 0.073</td>
</tr>
<tr>
<td>D9S922</td>
<td>-0.062</td>
<td>0.018</td>
<td>-0.082</td>
<td>-0.215, 0.013</td>
</tr>
<tr>
<td>D10S126</td>
<td>0.047</td>
<td>0.054</td>
<td>-0.007</td>
<td>-0.168, 0.118</td>
</tr>
<tr>
<td>D7S821</td>
<td>-0.087</td>
<td>0.011</td>
<td>-0.099</td>
<td>-0.220, -0.009</td>
</tr>
<tr>
<td>D13S317</td>
<td>0.017</td>
<td>0.033</td>
<td>-0.016</td>
<td>-0.140, 0.089</td>
</tr>
<tr>
<td>D8S234</td>
<td>0.106</td>
<td>0.013</td>
<td>0.095</td>
<td>-0.058, 0.230</td>
</tr>
<tr>
<td>D19S559</td>
<td>-0.007</td>
<td>0.018</td>
<td>-0.026</td>
<td>-0.164, 0.083</td>
</tr>
<tr>
<td>D4S1040</td>
<td>-0.077</td>
<td>0.006</td>
<td>-0.084</td>
<td>-0.218, 0.018</td>
</tr>
<tr>
<td>D20S562</td>
<td>0.111</td>
<td>0.022</td>
<td>0.090</td>
<td>-0.048, 0.195</td>
</tr>
<tr>
<td>D21S147</td>
<td>0.197</td>
<td>0.026</td>
<td>0.175</td>
<td>-0.017, 0.324</td>
</tr>
<tr>
<td>D9S301</td>
<td>-0.023</td>
<td>0.035</td>
<td>-0.041</td>
<td>-0.188, 0.035</td>
</tr>
<tr>
<td>D18S535</td>
<td>-0.021</td>
<td>0.007</td>
<td>-0.028</td>
<td>-0.158, 0.072</td>
</tr>
</tbody>
</table>

Values in boldface indicate cases in which we can assume unambiguously that the $F_c$ index is different from zero.

Unlike what happens when only the SNPs are used, the average $F$ estimates using microsatellite data have negative values for practically all communities. This is especially noted when the sample sizes are drastically reduced in order to minimize data heterogeneity (Table 6), and it is known from sampling theory that small-sized samples favor the occurrence of heterozygous individuals (see Cannings and Edwards 1969). This should be critical when the number of segregating alleles is high, a situation in which most sampled individuals will be heterozygous even under panmictic expectations. In summary, the estimates using biallelic markers such as autosomal SNPs seem to be more reliable than the ones using microsatellites or the set of all markers. Therefore, our analysis using adequate molecular markers (SNPs) indicates average figures of the mean inbreeding coefficient ranging from about 0.036 (using data from all sampled individuals) to 0.055 (using the more homogeneous data from individuals that were genotyped for at least 27 different markers).

Population Substructure Analysis

Genealogical relations among individuals from different quilombo communities of the Ribeira Valley exist to a certain degree, since the founders of some of these population aggregates are likely to be the
same, as indicated by the sharing of some common surnames. This fact and the physical proximity of the different communities (as Figure 1 shows, most are contiguous, within walking distance, with the farthest < 20 km away) suggest a priori a modest level of substructure among these communities.

Table 7 presents the values of the fixation indexes (\(F_1\), \(F_2\), and \(F_3\)) obtained from all 30 loci for the set of all quilombo communities. Simulations by means of bootstrap techniques, using all data (but also excluding outliers), generated reliable estimates of the 95% confidence interval for each one of these fixation indexes. When the lower and upper limits of a 95% confidence interval of \(F_1\) or \(F_2\) thus constructed have different signs, it is assumed that the corresponding fixation indexes are not significantly different from zero at the rejection level of 5%. Since \(F_3\) indexes are always obtained from the relation var(p)/E(p), and all three quantities in the formula belong to the domain of positive numbers, the numerical value of the parameter, as well as all the values contained in its corresponding confidence interval, will be positive. Inferences regarding the significance of \(F_3\) (is \(F_3\) significantly different from zero?) are then obtained indirectly from the behavior of the corresponding confidence intervals of both \(F_1\) and \(F_2\): in all instances in which \(F_3\) is not different from zero, \(F_3\) is not different from \(F_0\); therefore, in all cases in which both \(F_1\) and \(F_2\) are not different from zero, \(F_3\) is also not statistically different from zero. The very few instances in which this did not take place are indicated by \(F_0\) values in boldface in Table 7 and should be interpreted as cases in which we can assume unambiguously that the index is different from zero.

The \(F_0\) values were in general very small, a finding already detected for these same populations in a study by Kimura et al. (2013) using indel molecular markers. This suggests the existence of a significant amount of gene flow or recent shared ancestry, with little time for differentiation between the subpopulations.

What is important and immediately assumed from the mere inspection of Table 7 is that, with exception of locus ACE (rs799752), in the few instances in which the \(F_0\) was significantly different from zero, the proportional contribution of \(F_0\) to the \(F_3\) index was always much smaller than that of \(F_3\). The dubious results obtained in relation to locus PL717 were caused by extremely high \(F\)-values in three of the seven communities that resisted the process of outlier cleaning, a behavior for which we have no logical explanation.

In spite of the difficulties brought about by the sets of genealogical as well as molecular data, our results indicate that the levels of substructure among the quilombo communities are negligible or at least very small, probably a consequence of gene flow and shared history among communities. This finding legitimizes the genealogical and molecular estimations of the fixation index we performed by considering the set of communities as a whole.
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**Supplementary Figure S1.** Genealogy of quilombo from Valongo located in the state of Santa Catarina, Brazil (from Souza and Culpi 1992).

**Supplementary Table S1.** Primer Sequences and Fluorescence Types of All Microsatellite Loci

<table>
<thead>
<tr>
<th>Locus</th>
<th>Chr</th>
<th>Forward Primer 5’–3’</th>
<th>Reverse Primer 5’–3’</th>
<th>Fluorescencea</th>
<th>Multiplexb</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1S551</td>
<td>1</td>
<td>TGTTGATCTGCCCCATCTCA</td>
<td>TGGGAGAGGTGTGTATTATTAA</td>
<td>FAM</td>
<td>II</td>
</tr>
<tr>
<td>D4S5268</td>
<td>4</td>
<td>CACACACACAGAAGAGGCGATA</td>
<td>ATTGACGTTGTGCTGATATCTA</td>
<td>FAM</td>
<td>II</td>
</tr>
<tr>
<td>D5S816</td>
<td>5</td>
<td>GACCTAATGCGCATGAAAAATCA</td>
<td>CTTAAGCCATCTGATGAGG</td>
<td>FAM</td>
<td>II</td>
</tr>
<tr>
<td>D6S1040</td>
<td>6</td>
<td>ATTGATGACAGCTGAGGAGA</td>
<td>GGAATTGACGAAATCTAGG</td>
<td>FAM</td>
<td>II</td>
</tr>
<tr>
<td>D7S521</td>
<td>7</td>
<td>TTGAAGAGGTGTGTGAGGTGAGTA</td>
<td>GGGAGCAATTGAGAGGGAACCTAA</td>
<td>HEX</td>
<td>I</td>
</tr>
<tr>
<td>D7S3061</td>
<td>7</td>
<td>CCTGCACTTACATGAGGATTTATCA</td>
<td>GGAAGGTGAGGGAGAGGATTAA</td>
<td>FAM</td>
<td>II</td>
</tr>
<tr>
<td>D8S2324</td>
<td>8</td>
<td>GCAATGTGTTCTCTCGTCTATC</td>
<td>GACGGAAATGAGACTTCCATCTAA</td>
<td>FAM</td>
<td>IV</td>
</tr>
<tr>
<td>D9S502</td>
<td>9</td>
<td>GAAATCACTACAGCGACATA</td>
<td>GCAGCGAGCAACAGCAGCATA</td>
<td>HEX</td>
<td>I</td>
</tr>
<tr>
<td>D9S301</td>
<td>9</td>
<td>TTCAAGACACAGACGACAGACA</td>
<td>GGAAGGTGAGGAGGATGTTT</td>
<td>HEX</td>
<td>III</td>
</tr>
<tr>
<td>D10S1426</td>
<td>10</td>
<td>TTTGGTGCGGACCAGACTTCTT</td>
<td>GTTGAGAACAGGAGCCTACAC</td>
<td>HEX</td>
<td>I</td>
</tr>
<tr>
<td>D13S517</td>
<td>13</td>
<td>GTAAGCTGTTGAGTTGAGGA</td>
<td>TCACACCTTGGTGCAGGAGA</td>
<td>FAM</td>
<td>IV</td>
</tr>
<tr>
<td>D16S559</td>
<td>16</td>
<td>CAAGGTCTCCCTCATGCTCCTGAGAT</td>
<td>GGTGATGACATCTGTGAAGTGATGAT</td>
<td>HEX</td>
<td>I</td>
</tr>
<tr>
<td>D18S535</td>
<td>18</td>
<td>GACAAGACGACACACCATACCTT</td>
<td>GAGTTGATCCTTGGGATAAT</td>
<td>HEX</td>
<td>III</td>
</tr>
<tr>
<td>D19S559</td>
<td>19</td>
<td>ACCAGCTTCAGGACACATAGTG</td>
<td>GAGGTGATTGATGAGGACATA</td>
<td>FAM</td>
<td>IV</td>
</tr>
<tr>
<td>D20S482</td>
<td>20</td>
<td>ATCAAGAGACAGCACCCTCATCT</td>
<td>CAGAGACACCGAACAATGAAA</td>
<td>HEX</td>
<td>III</td>
</tr>
<tr>
<td>D21S1437</td>
<td>21</td>
<td>GGTGGATCTCCATGCTTGGCT</td>
<td>TGAGGTGCTCCAGAATCCTT</td>
<td>HEX</td>
<td>III</td>
</tr>
</tbody>
</table>

*aHEX, hexachloro-4-carboxyfluorescein; FAM, 6-carboxyfluorescein.*

*bRoman numerals represent how microsatellites were grouped in the PCR.*
### Supplementary Table S2. Number of Individuals Genotyped for All 30 Loci ($N_{30}$)

<table>
<thead>
<tr>
<th>Community</th>
<th>$N_{30}$</th>
<th>$N$</th>
<th>Proportion</th>
</tr>
</thead>
<tbody>
<tr>
<td>AB</td>
<td>17</td>
<td>573</td>
<td>0.0297</td>
</tr>
<tr>
<td>AN</td>
<td>8</td>
<td>320</td>
<td>0.0250</td>
</tr>
<tr>
<td>GA/SP</td>
<td>16</td>
<td>266</td>
<td>0.0602</td>
</tr>
<tr>
<td>IV</td>
<td>9</td>
<td>270</td>
<td>0.0333</td>
</tr>
<tr>
<td>MR/PS</td>
<td>8</td>
<td>184</td>
<td>0.0435</td>
</tr>
<tr>
<td>NH</td>
<td>7</td>
<td>447</td>
<td>0.0157</td>
</tr>
<tr>
<td>PC</td>
<td>16</td>
<td>286</td>
<td>0.0599</td>
</tr>
<tr>
<td>TU</td>
<td>6</td>
<td>295</td>
<td>0.0203</td>
</tr>
<tr>
<td>Total</td>
<td>87</td>
<td>2,641</td>
<td>0.0329</td>
</tr>
</tbody>
</table>

Communities: AB, Abobral; MR, Maria Rosa; PS, Pilões; GA, Galvão; SP, São Pedro; PC, Pedro Cubas; IV, Ivaiporanduba; TU, Sapatu; AN, André Lopes; NH, Nhungara. $N$, total number of inhabitants of each community. The proportion of genotyped individuals per community is also given.

### Supplementary Table S3. Number of Individuals Genotyped for at Least 27 of 30 Loci ($N_{27}$)

<table>
<thead>
<tr>
<th>Community</th>
<th>$N_{27}$</th>
<th>$N$</th>
<th>Proportion</th>
</tr>
</thead>
<tbody>
<tr>
<td>AB</td>
<td>26</td>
<td>573</td>
<td>0.0454</td>
</tr>
<tr>
<td>AN</td>
<td>20</td>
<td>320</td>
<td>0.6250</td>
</tr>
<tr>
<td>GA/SP</td>
<td>31</td>
<td>266</td>
<td>0.1165</td>
</tr>
<tr>
<td>IV</td>
<td>35</td>
<td>270</td>
<td>0.1296</td>
</tr>
<tr>
<td>MR/PS</td>
<td>25</td>
<td>184</td>
<td>0.1359</td>
</tr>
<tr>
<td>NH</td>
<td>24</td>
<td>447</td>
<td>0.0537</td>
</tr>
<tr>
<td>PC</td>
<td>29</td>
<td>286</td>
<td>0.1014</td>
</tr>
<tr>
<td>TU</td>
<td>17</td>
<td>295</td>
<td>0.0576</td>
</tr>
<tr>
<td>Total</td>
<td>207</td>
<td>2,641</td>
<td>0.0784</td>
</tr>
</tbody>
</table>

Communities: AB, Abobral; MR, Maria Rosa; PS, Pilões; GA, Galvão; SP, São Pedro; PC, Pedro Cubas; IV, Ivaiporanduba; TU, Sapatu; AN, André Lopes; NH, Nhungara. $N$, total number of inhabitants of each community. The proportion of genotyped individuals per community is also given.
2. CHAPTER 2

Chapter 2 is a paper dealing with the calculation of the variance of the estimated inbreeding coefficient in the generalized case of multiple alleles segregating at an autosomal locus. This theoretical study, performed in collaboration with Professor Paulo A. Otto, showed that reliable simple approximations, obtained by applying basic statistical methods, can be used to estimate the variance of $f$. The estimates obtained with our approximation methods were fully validated by computer simulation methods we developed. The article was published in the periodical Journal of Genetics (under the reference Otto PA, Lemes RB. A note on the variance of the estimate of the fixation index F. J. Genet. 94, 759–763. 2015).
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Introduction

In the two-allele case, the formulas for the estimated variances of allelic frequency $p = 1 - q$ and fixation index (average inbreeding coefficient) $F$ are known in the specialized literature of statistical genetics. Besides presenting here an alternative manner to estimate the variance of both parameters, we also derive a very simple approximation for the estimate of the variance of $F$. The approximation, with adequate validity, can be applied not only to the two-allele case but also to the generalized case of any number of alleles segregating at an autosomal locus.

The variance of $F$ has many practical applications in population genetics. For example, if geneticists are interested in a precise determination of its value, commonly the parameter is estimated from sets of data obtained from the genotypic analysis of several independent autosomal loci of the same population. If the estimates of $F$ for loci $1, 2, \ldots, k$ are $\hat{F}_1, \hat{F}_2, \ldots, \hat{F}_k$, the method of averaging these estimates is obtained usually by weighing them by the reciprocal of their corresponding variances:

$$\hat{F} = \frac{\sum \frac{1}{\text{var}(\hat{F}_i)}}{\sum \frac{1}{\text{var}(\hat{F}_i)}}$$

Our paper deals with the population as specified by formulas (2.22) on page 65 of Weir’s monograph (Weir 1996). The virtue of the resulting approximation for the estimate of $\text{var}(F)$ we provide is a simple formula with adequate validity for multiple alleles, whereas Weir does not leave his reader with details to be supplied.

Our results are presented below in three different sections: the first one deals with the case of two alleles, leading naturally to a second section on multiple alleles; a third section deals with simulation studies we performed to validate the approximations derived here.

The special case of two autosomal alleles

The generic population genotype frequencies in relation to an autosomal biallelic locus can be represented by equations

$$P(AA) = p^2 + pqF,$$

$$P(Aa) = 2pq (1 - F),$$

and

$$P(aa) = q^2 + pqF,$$

that represent a special case of Weir’s population formulas referred to in the previous section, and where $p = P(A)$ is the frequency of allele $A$, $q = 1 - p = P(a)$ the frequency of its alternative allele $a$, and $F$ the fixation index normally obtained from the formula,

$$F = 1 - \frac{h}{2pq},$$

where $h$ is the heterozygous frequency $h = \frac{Naa}{2N}$, $Naa$ the observed number of heterozygous individuals, and $N$ the total number of sampled subjects.

Since the expected values corresponding to observed numbers $NAA$, $NaA$ and $Naa$ of individuals $AA$, $Aa$ and $aa$, respectively in a sample with size $N$ and to a fixation index (average inbreeding coefficient) $F \neq 0$ are

$$N(p^2 + pqF),$$

$$2Npq (1 - F),$$

and

$$N(q^2 + pqF)$$

Keywords. inbreeding; inbreeding coefficient; fixation index; variance estimation; variance of the inbreeding coefficient.
respectively, the likelihood function in logarithmic form is
given by expression:
\[
L = NAA \log \left[ p^2 + \frac{p(1-p)}{F} \right] + NAA \log \left[ 2p(1-p)(1-F) \right] + NAA \log \left[ (1-p)^2 + p(1-p)F \right].
\]

Maximum likelihood estimates of both \( p \) and \( F \) are obtained from the system \( \frac{df}{dp} = 0 \), \( \frac{df}{dF} = 0 \) and it is not difficult to determine that these solutions are identical to the estimates of \( p \) and \( F \) obtained through the application of intuitive direct

counting methods: \( \hat{p} = \hat{d} + \frac{h}{2} \) and \( \hat{F} = 1 - \frac{\hat{h}}{2\hat{p}(1-\hat{p})} \).

In the formulas above (and in many equations that follow) symbols like \( \hat{p} = 1 - \hat{q} \) and \( \hat{F} \) have carets because they are not unknown population (true) values but estimates of the corresponding parameters from the population,
obtained from simple random sampling of a large population with genotype proportions occasionally different from 

Hardy–Weinberg ratios.

The determination of the values for the variances of \( p \) and \( F \) using iterative numerical procedures such as the usual 
generalized Newton–Raphson method is a complicated issue since it is practically impossible to get convergence to the

estimation points \( \hat{p} \) and \( \hat{F} \) (Weir 1996), but values of \( \text{var}(\hat{p}) \) and \( \text{var}(\hat{F}) \), the variances of the estimated values of \( p \) and \( F \) can be taken directly from the variance–covariance matrix obtained by inverting the information matrix of second derivatives evaluated at estimation points \( \{\hat{p}, \hat{F}\} \):

\[
\text{var}(\hat{p}) = \frac{a_{11}}{a_{11}a_{22} - a_{12}a_{21}},
\]

and

\[
\text{var}(\hat{F}) = \frac{a_{11}}{a_{11}a_{22} - a_{12}a_{21}},
\]

where \( a_{11} = \frac{\hat{a}_1}{\hat{p}^2} \), \( a_{12} = \frac{\hat{a}_2}{\hat{p}\hat{q}F} \), \( a_{21} = \frac{\hat{a}_3}{\hat{p}\hat{q}F} \), and \( a_{22} = \frac{\hat{a}_4}{\hat{q}^2} \), with all four second derivatives evaluated at estimation points

\[
\hat{p} = \hat{d} + \frac{\hat{h}}{2},
\]

and

\[
\hat{F} = 1 - \frac{\hat{h}}{2\hat{p}(1-\hat{p})}.
\]

In the case of the variance of the estimated value of \( p \), we

obtain \( \text{var}(\hat{p}) = \frac{4\hat{d}(1+\hat{F})}{\hat{p}\hat{q}^2} \), as expected. This formula coincides with the expression obtained by Curie-Cohen (1982) and other authors (references of the many papers on the variances of \( p \) and \( F \) by Cockerham, Weir, and Cockerham and

Weir, in Weir 1996) using different alternative methods.

Since

\[
\text{var}(\hat{F}) = \frac{a_{11}}{a_{22}},
\]

we get straightforwardly

\[
\text{var}(\hat{F}) = \frac{(1-\hat{F})^2}{2N\hat{p}q} \left[ 2\hat{p}\hat{q} + 2\hat{F} - 3\hat{p}\hat{q} - \hat{F}^2(\hat{p} - \hat{q})^2 \right],
\]

a result that is algebraically equivalent to the formulas derived by Fyfe and Bailey (1951) and Curie-Cohen (1982) using alternative methods.

In the two-allele case, an approximate value of the variance of the estimate \( F \) can be obtained in a simple and straightforward way if we treat \( p \), that can be directly calculated from the sample through \( \hat{p} = \hat{d} + \frac{\hat{h}}{2} \), as an independently estimated parameter. Then the variance of \( \hat{F} \) is obtained directly from \( a_{22}^{-1} \), taking form

\[
\var(\hat{F}) = \left\{ \frac{NAA (1-\hat{p})^2}{\hat{p} + (1-\hat{p}) \hat{F}} + \frac{NAA}{(1-\hat{F})^2} \right\}^{-1},
\]

This formula works as well as the one derived in this paper or other expressions from the literature.

The generalized case of any number of autosomal alleles

When the number of alleles (k) segregating at an autosomal locus is larger than two, estimates obtained through

intuitive counting methods (and that correspond to maximum likelihood estimates under stringent conditions) are given by

\[
\hat{p}_i = \frac{2N(a_i) + \sum N(a_j)}{2N},
\]

where \( i \) fixed and \( j \neq i \) varying from 1 to \( k \), that is \( \sum N(a_j) \) in the formula above represents the total number of heterozygous individuals as to the \( i \) allele, and

\[
F = 1 - \frac{\sum N(a_i)}{2N(\sum \sum p_i)},
\]

with \( i \) varying from 1 to \( k \) and \( j > i \), that is \( \sum N(a_j) \) in the formula above represents the total number of heterozygous individuals as to alleles \( i \) and \( j \).

In spite of being generally impossible to obtain convergence to the values shown above using numerical iterative

procedures and to get the value of the variance of \( \hat{F} \) by means of variations of Fisher’s variance method (a rigorous argument

on the subject is presented by Weir on pages 49–51 of his 1996 book), numerical values of \( \var(\hat{F}) \) can be obtained

either from large series of computer simulations or from the inspection of the main diagonal of the variance–covariance matrix evaluated at estimation points \( \hat{p}_1, \ldots, \hat{p}_{k-1}, \hat{F} \). The variance of \( \hat{p}_i \) in the multiallelic case can be
Estimated variance of $F$

\[
\text{var}(\hat{p}_i) = \frac{\hat{p}_i (1 - \hat{p}_i) (1 + \hat{F})}{2N}.
\]

Literal expressions for the variance of the estimated value of $F$ when the number of alleles is larger than two can be obtained from the matrix method we used in the previous section (two-allele case), but they are however much more complicated; reliable, easily handled approximations should be preferred instead on practical grounds. Curie-Cohen (1982) and Robertson and Hill (1984) derived some of them under stringent statistical assumptions.

The real importance of the approximate formula derived for the two-allele case, however, stems from the fact that it is very easy to generalize it for the generic case of any number of alleles segregating at an autosomal locus. In fact, for the three-allele case, by treating the estimates $\hat{p}_1$, $\hat{p}_2$, and $\hat{p}_3 = 1 - (\hat{p}_1 + \hat{p}_2)$ as independently estimated parameters, each obtained by means of the intuitive formula

\[
\hat{p}_i = \frac{2N (a_i a_i) + \sum N(a_j a_i)}{2N},
\]

with $i$ fixed and $j \neq i$ varying from 1 to $k-1$, that is $\sum N(a_i a_j)$ in the formula above represents the total number of heterozygous individuals as to the $i$ allele, the corresponding formula for the variance of $\hat{F}$ is taken from

\[
\left( \frac{\partial^2 L}{\partial \hat{F}^2} \right) = \frac{1}{\text{var}(\hat{F})} = \frac{N (a_i a_i) (1 - \hat{p}_i)^2}{\hat{p}_i + (1 - \hat{p}_i) \hat{F}} + \frac{N (a_j a_j) (1 - \hat{p}_j)^2}{\hat{p}_j + (1 - \hat{p}_j) \hat{F}} + \frac{N (a_k a_k) (1 - \hat{p}_k)^2}{\hat{p}_k + (1 - \hat{p}_k) \hat{F}}
\]

so that in the $k$-allele case we have

\[
\text{var}(\hat{F}) = \frac{1}{\left[ \frac{\sum N(a_i a_i) (1 - \hat{p}_i)^2}{\hat{p}_i + (1 - \hat{p}_i) \hat{F}} + \frac{\sum N(a_j a_j) (1 - \hat{p}_j)^2}{\hat{p}_j + (1 - \hat{p}_j) \hat{F}} + \frac{\sum N(a_k a_k) (1 - \hat{p}_k)^2}{\hat{p}_k + (1 - \hat{p}_k) \hat{F}} \right]}^{1/2}, \quad (3)
\]

**Figure 1.** Comparison of values of $\text{var}(F)$ corresponding to different combinations of values of $p$ and $F$. In all cases $p$ varied from 0.05 to 0.95 in intervals of 0.05, $F$ varied from 0.1 to 0.9 in intervals of 0.1, and $N = 200$ in the cases of two alleles (graphs a,b,c) and three alleles (graphs d,e,f).
where \( N(a_i a_j) \) indicates the observed number of homozygous individuals as to allele \( a_i \) and \( N(a_i a_j) \) (with \( j > i \)) the observed number of heterozygous individuals as to both alleles \( a_i \) and \( a_j \). This formula is valid for any value of \( k \geq 2 \), i.e. the case \( k = 2 \) (equation 2) is just a special case of equation 3.

**Computer simulations**

We also obtained values of \( \text{var}(F) \) using computer simulation methods, in which we proceeded as follows: from a relatively large number of sets of known values of \( F \) and allele frequencies \( \{p_1, p_2, \ldots\} \), we determined the quantities \( p_{11} = p_1 F + p_2^2 (1 - F) \), \( p_{12} = 2p_1 p_2 (1 - F) \), \( \ldots \), that were used to generate, through computer bootstrap simulations with replacement, for each combination of \( \{p_1, p_2, \ldots, F\} \), 200 genotypes \( \{a_1 a_1, a_1 a_2, \ldots\} \); from the genotype and allele frequencies estimated from each set of 200 genotypes so generated, we calculated the value of the fixation index \( F \). The process was repeated 1000 times for each combination \( \{p_1, p_2, \ldots, F\} \), and from the set of 1000 values of \( F \) so obtained we determined the value of \( \text{var}(F) \) after the usual formula \( \text{var}(F) = \frac{\sum F^2}{1000} - \left( \frac{\sum F}{1000} \right)^2 \). The values of \( \text{var}(F) \) obtained with different combinations of \( \{p_1, p_2, \ldots, F\} \) could then be compared with the values calculated using the matrix method (detailed for the 2-allele case) or their corresponding approximations given by generalized equation 3.

The results we got when the values obtained (in the cases of two to six alleles) with either the simulation or the matrix method were compared to the values obtained with the approximation given by equation 3 were virtually the same beyond any reasonable doubt, as the graphs of figure 1 show for the cases of two or three alleles.

Taking into account the facts presented above, we studied, in the 2-allele case, the behaviour of the relative error, defined as \( \frac{|v_1 - v_2|}{v_1} \), where \( v_1 \) and \( v_2 \) are respectively corresponding values of \( \text{var}(F) \) with same \( p \) and \( F \) obtained using equations 1 and 2. Extensive numerical analysis of the relative error showed that it is on average a bit large (its maximum value is around 11%) only when \( F \) has intermediate values (near 0.5) and the frequencies of the two alleles are very uneven. For other combinations of \( p \) and \( F \) the relative error is small, generally much less than 10%. For extreme \( F \) values (near 0 or 1) the relative error is very small (less than 2%) for any combination of allele frequencies and practically negligible when the allelic frequencies are approximately equal. The surface graph of figure 2, corresponding to the situation above discussed of two alleles and to a population size of \( N = 200 \), shows this in a straightforward manner. When the number of alleles was larger than two, the corresponding analyses were performed directly using the results shown by graphs as in figure 1 and the larger deviations from the diagonal line occurred exactly in the situations described for the case of two alleles, i.e. when \( F \) had intermediate values and allele frequencies were very uneven.

![Figure 2](image_url)  
**Figure 2.** Relative error (RE) of \( \text{var}(F) \) values obtained using equations 1 and 2 in relation to all possible combinations of \( p \) and \( F \) for the case of two alleles. \( \text{RE} = \frac{|v_1 - v_2|}{v_1} \), where \( v_1 \) and \( v_2 \) are corresponding values of \( \text{var}(F) \) obtained using equations 1 and 2, respectively.
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3. CHAPTER 3

This chapter deals with inbreeding levels and demographic events in the quilombo isolate, inferred from the analysis of high density SNP datasets. All genotyping laboratory procedures of the quilombo dataset we used were performed by members of the laboratories of Professors Regina C. Mingroni Netto and Diogo Meyer.

The analyses performed focused mainly on (1) estimating reliable inbreeding levels by means of traditional methods applied to high density data, using a novel (as far as we know) approach that combines the information of two datasets (a complete one and another with no linkage disequilibrium); and (2) making inferences from demographic events based on the distribution of runs of homozygosity of different sizes in quilombo individuals.

A detailed description of the data cleaning process is presented in Annex I.

The manuscript is in its final stage of review in order to be submitted to a specialized genetics periodical.
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ABSTRACT

The analysis of high density genomic data (~400,000 autosomal SNPs) enabled the reliable estimation of inbreeding levels in 541 individuals sampled from a highly admixed Brazilian population isolate (an African-derived quilombo in the State of São Paulo). To achieve this, different alternative methods were applied to the joint information of two sets of markers (one complete and another excluding loci in patent linkage disequilibrium). This strategy allowed the detection and further exclusion of markers that biased the estimation of the average population inbreeding coefficient (Wright’s fixation index $f$), which value was eventually estimated in ~0.01 using any of the methods we applied. Quilombo demographic inferences were made by means of runs of homozygosity (ROHs) analyses, which were adapted to cope with a highly admixed population with a complex foundation history.
INTRODUCTION

Measures of population inbreeding levels have been traditionally obtained from (1) the direct genotyping of population samples through estimates of heterozygous frequency deviations from the proportions expected under random-mating assumptions (Hardy-Weinberg or HW expectations) or (2) from the analysis of sets of individual or grouped genealogies, that in rare instances may include precise relationship information on more than three or four generations.

The situation has changed dramatically with the recent use of large datasets of genomic autosomal single nucleotide polymorphisms (SNPs), allowing the identification of long tracts of consecutive homozygosity (runs of homozygosity or ROHs) in human population samples. Studies using these approaches have revealed high levels of autozosity even in cosmopolitan non-inbred populations, showing that there exists, as expected by the out-of-Africa model of human origins, an increment of inbreeding levels and a significant reduction of genetic diversity which proportional to the distance from Africa (Kirin et al., 2010, Leutenegger et al., 2011, Pemberton et al., 2012). An important mechanism responsible for a large portion of genomic homozygosity levels, composed mainly by short and intermediate ROHs, is the background relatedness, which results from the combined effects of demographic and evolutionary events, such as remote inbreeding, geographic isolation, small population size with bottleneck and founder effects, and long-lasting and stable systems of endogamous marriages due to the persistence of cultural traditions (McQuillan et al., 2008; Kirin et al., 2010; Pemberton et al., 2012; Teo et al., 2012; Pemberton and Rosenberg, 2014).
Population isolates are powerful tools for medical and evolutionary studies, since many of them have well documented pedigrees, high prevalence of individuals affected by rare genetic conditions, high degree of inbreeding due to cultural practices or limited population size, and a demographic history of foundation consisting of bottlenecks followed by founder effects (Arcos-Burgos and Muenke, 2002). Even in the case of population isolates with absence of well documented pedigrees and a paucity of historical records, reliable genetic information can be obtained from the analysis of large SNP datasets. Several studies on inbreeding and demographic history have been successfully performed around the world in isolated populations with variable amounts of genealogical documentation and historical records of population-based evolutionary phenomena (Carothers et al., 2006; McQuillan et al., 2008; Abdellaoui et al., 2015; Ben Halim et al., 2015; Jalkh et al., 2015; Karafet et al., 2015).

The admixture of populations with different genetic backgrounds can create high levels of linkage disequilibrium (LD), which besides taking many generations to disappear, will interfere with the distribution of ROHs lengths, thus enabling the recovery of genetic information on important historic events, including the dynamics of the admixture process (Templeton, 2006, Kirin, 2010).

By means of the analysis of a high-density dataset of genomic autosomal single nucleotide polymorphisms (SNP), we make inferences on inbreeding levels and demographic history of a Brazilian isolate with about 40% African, 39% European and 21% Amerindian contribution (Kimura et al., 2013). This study presents: (1) an alternative way to estimate the population inbreeding coefficient (Wright’s fixation
index \( f \)), based solely on the analysis of a high-density SNP array; (2) the application of a likelihood-based approach to identify genomic ROHs in a population that underwent a complex demographic history with tri-hybrid ancestral contribution; (3) a comparison between individual estimates of the inbreeding coefficient obtained from SNP genotypes through different methods.

Based on our results of the distribution of ROHs lengths, we discuss its relation to the process of population admixture and in the combination of background relatedness and recent inbreeding events.

**SUBJECTS AND METHODS**

**The Brazilian Quilombo (QUI) Admixed Population**

The present study was performed in an admixed Brazilian isolate located in the Ribeira River Valley, in the southern part of the State of São Paulo, Brazil (Figure 1). This isolate, known in Brazil as quilombo, was founded by runaway, abandoned and freed slaves, who created small rural settlements in isolated areas inside the Atlantic rainforest for several generations; other details of interest are described in Kimura et al. (2013) and Lemes et al. (2014). The isolate aggregates 12 communities that were treated as a single one, since the degree of differentiation among its communities is very low, with \( f_{ST} \) indexes generally smaller than 0.05 (Lemes et al., 2014).

This quilombo population was founded around 1890 mainly by runaway, freed or abandoned African-descendant slaves (some of them being the mixed offspring of white farmer owners and African female slaves) and a few pure or mixed native Americans (for other details on the quilombo population structure and demography, see Kimura et al., 2013 and Lemes et al., 2014). Some fifty years ago a road was
built near the communities and a significant migration flow of some neighbor populations began to take place. Because of this recent history of admixture, some people argue that the quilombo reported here does not represent a true isolate anymore. In order to warrant or preserve the isolate condition with which we classify this population aggregate, however, all individuals selected for this study, aged between 17-65 years, have at least two generations of quilombo ancestors.

DNA samples were extracted from peripheral blood and genotyped with the high density SNP array Axiom Genome-Wide Human Origins (~600,000 SNPs) according to the manufacturer's standards (Affymetrix/Thermo-Fisher Scientific). We analyzed DNA samples from 541 individuals (Table S1) from the Ribeira River Valley, 365 of them having already been genotyped in a previous study (Nunes et al., 2016) and the remaining 176 samples of this study. The research was approved by the Ethics Committee, Instituto de Ciências Biomédicas, Universidade de São Paulo (111/CEP, Feb. 14th 2001), and an informed consent was obtained from all its participants or their legal guardians.

Figure 1: (A) State of São Paulo (grey) within Brazilian territory in South America. (B) Location of quilombo communities. AB, Abobral; AN, André Lopes; GA, Galvão; IV, Ivaporanduva; MR, Maria Rosa; NH, Nhanguara; PA, Poça; PC, Pedro Cubas; PS, Pilões; RE, Reginaldo; SP, São Pedro; TU, Sapatu.
Data Preparation (Data Cleaning and Filter)

The data cleaning excluded systematically: (1) all markers with low quality scores, using the software Genotype Console Software v.4.2 according to the manufacturer's standards parameters (Genotype Console Workflow – Affymetrix/Thermo Fisher Scientific); (2) all markers that presented significant differences in missing data proportions between groups (sexes, batches, and subpopulations) using the R package GWASTools v. 3.5 (Gogarten et al., 2012); (3) all data from mitochondria and X and Y chromosomes; (4) all genotyped loci with more than 1% of missing values; (5) all markers with minor allele frequency MAF = 0, that is, all alleles that were fixed; (6) all data from loci that extremely deviated from Hardy-Weinberg proportions ($P \leq 10^{-4}$), using the asymptotic exact test (Wigginton et al., 2005) by means of the software PLINK v1.07 (Purcell et al., 2007); (7) all data corresponding to 300 markers located in the extremities of all chromosome arms. The final set consisted of data from 485,957 autosomal SNPs.

HGDP Samples

Populations from different geographic regions have distinct and well-established distribution of ROHs sizes (Kirin et al., 2010; Pemberton et al., 2012). In order to identify without significant biases the ROHs in our quilombo samples (QUI), we selected three populations belonging to different geographic sources, available from the public Human Genome Diversity Panel databank (HGDP): African Yoruba (YRI), European French (FRE), and Asian Han Chinese (CHB), containing respectively data from 22, 28 and 34 individuals. As in the
case of the QUI sample, markers with extreme deviations from Hardy-Weinberg proportions ($P \leq 10^{-4}$) and with 1% or more missing values were excluded.

The HGDP information was merged with the QUI dataset, resulting in a set of 402,142 commonly shared markers. Data for 29,897 SNPs corresponding to genotypes coded for opposite strands (i.e. forward and reverse) were converted in order to match QUI dataset.

**Estimation of the Inbreeding Coefficient**

We estimated both the average population inbreeding coefficient $f$ (Wright’s fixation index) and the average individual inbreeding coefficient $f'$ (Purcell et al., 2007).

To obtain the average estimates (across all loci of all individuals) of both $f$ and $f'$ we used the information from (1) all 485,957 SNPs (complete dataset) and (2) 11,642 SNPs with no LD (no-LD dataset), obtained from the first one by means of the software PLINK v1.07, considering a threshold of $r^2 = 0.0071$, which corresponds to a critical 5% chi-square value of $\chi^2 = 3.841$ pairwise estimated in sliding windows of 50 SNPs incremented in steps of 5.

**ESTIMATION OF WRIGHT’S $f$ COEFFICIENT**

The inbreeding coefficient $f_k$ was obtained for each biallelic locus by means of the formula

$$f_k = 1 - \frac{p_k(Aa)}{2p_kq_k},$$

(1)

where $p_k(Aa)$ and $2p_kq_k$ are respectively the observed and HW expected frequencies of heterozygous genotypes at the $k$-th locus. The mean
population inbreeding coefficient ($\bar{f}$) was obtained weighing the per locus $f_k$ estimates by the reciprocals of their corresponding variances:

$$
\bar{f} = \sum x_k f_k ,
$$

with

$$
x_k = \text{var}^{-1}(f_k) \sum_{j=1}^{n} \text{var}^{-1}(f_j) ,
$$

where $n$ is the number of loci and $\text{var}(f_k)$ is the estimate of the variance of $f_k$, obtained for each biallelic locus by the formula (Fyfe and Bailey, 1951; Curie-Cohen, 1982; Otto and Lemes, 2015):

$$
\text{var}(f_k) = \left(1 - f_k\right) \left[2p_k q_k + 2f_k \left(1 - 3p_k q_k\right) - f_k^2 \left(1 - 4p_k q_k\right)\right] / 2Np_k q_k ,
$$

where $N$ is the sample size, and $p_k$ and $q_k$ are the frequencies of the alleles segregating at the k-th biallelic SNP locus.

On the long run, one expects that the estimates of $f_k$ thus obtained should be normally distributed around the average value of $\bar{f}$, with the limits of the usual 95% confidence interval being given approximately by $\bar{f} \pm 1.96 \sqrt{\text{var}(f)}$, where $\text{var}(f)$ is now given by

$$
\text{var}(f) = \sum x_k f_k^2 - \bar{f}^2 ,
$$

with $x_k$ as defined in formula (3) (Lemes et al., 2014).

We also ranked the values of $f_k$ in order to obtain the median and its 95% confidence interval corresponding to the set of all values between the limits of the 2.5th and 97.5th percentiles.

**ESTIMATION OF THE AVERAGE INDIVIDUAL INBREEDING COEFFICIENT**

The estimate of the inbreeding coefficient for each individual of the sample, referred here as $f'_i$, was obtained by means of the function -- `het` of the software PLINK v1.07 using the expression:
\[ f'_i = \frac{(O_i - E_i)}{(L_i - E_i)} \]  

(6)

where \( O_i \) and \( E_i \) are the observed and expected numbers of homozygous genotypes considering all \( L_i \) genotyped autosomal SNPs of individual \( i \) (Purcell et al., 2007). Average and median estimates of \( f'_i \) and the corresponding 95\% confidence interval of the whole observed distribution of \( f'_i \) values were obtained as before, by ranking the individual values or using the normal approximation indicated above.

**Identification of Runs of Homozygosity (ROHs)**

The identification of ROHs was performed in the four samples (QUI, YRI, FRE, and CHB), using a sliding window of \( n \) markers SNP-wise-incremented along the whole genome across all individuals (Pemberton et al., 2012). The windows' autozygosity LOD-scores were estimated adding the LOD-score values obtained from each marker, which is, in turn, calculated according to the expression

\[ \text{LOD} = \log_{10} \left\{ \frac{P(g_i | \text{autozygous at } i)}{P(g_i | \text{alozygous at } i)} \right\}, \]

(7)

where \( g_i \) is the observed genotype at a given locus of the individual \( i \). Both conditional probabilities take into account the allele frequencies estimated from the population, considering the occurrence of mutations and genotyping errors at a combined rate of \( \varepsilon = 0.001 \) (Broman and Weber, 1999; Wang et al., 2009).

The distribution of Gaussian Kernel density estimates (GKDE) of LOD-score values, calculated across all windows including all individuals for the four populations, was then obtained, first considering window sizes of \( n = \{10, 15, \ldots, 100\} \) SNPs and then using unity steps inside the interval \( 15 < n < 20 \). The optimal \( n \) (a window
of size 18 markers) based on the figure that produced a clear bimodal distribution of GKDE in all four populations (**Figure 2**). This is important because the common anti-mode represents the optimal statistical boundary between alozygous (at left) and autozygous (at right) windows for the four populations. The periodicity pattern presented in the distributions (mainly in the African-derived ones) are due to the resampling procedure described below.

**Figure 2**: LOD score distribution for QUI, FRE, CHB and YRI datasets considering a window of size $n = 18$.

The windows corresponding to LOD-values above the anti-mode threshold (minima between the modes) were defined as autozygous; overlapping autozygous windows were grouped together to form ROHs (Pemberton et al., 2012).

In order to enable the comparison of ROHs among the populations, their sample sizes were adjusted as follows: for all loci, 40 independent alleles (20 genotypes) were sampled with replacement
according to their estimated frequencies; new allele frequencies were then calculated from the computer-generated sets. For all SNP markers with MAF = 0 as a consequence of the resampling procedure, the corresponding LOD estimate was set to 1 (Pemberton et al., 2012).

Estimation of inbreeding Coefficient from ROHs

Individual and population inbreeding coefficients were also estimated using ROHs data. The $F_{ROH}$, defined as the genomic autosomal proportion of ROHs of an individual, was estimated by the expression (McQuillan et al., 2008):

$$F_{ROH} = \frac{\sum L_{ROH}}{L_{auto}},$$

(8)

where $\sum L_{ROH}$ corresponds to the length of ROHs and $L_{auto}$ corresponds to the total genomic region covered by the SNP array.

The individual $F_{ROH}$ figures, their population average values as well as their corresponding 95% confidence intervals were estimated considering either the total set of ROHs or only the set of class C ROHs.

Demographic Inferences from ROHs

As proposed by Pemberton et al. (2012), the ROHs were classified according to their lengths, considering their distribution as a mixture of three Gaussian distributions, using the function Mclust of the package mclust v.5.2 (Fraley et al., 2012) of R v.3.3.0 (R Core Team, 2016), and treating the number of components, means and variances as free parameters (Figure 3). The distributions were then categorized in three classes: A, short ROHs resulting from ancient homozygous state contributing to population LD patterns; B, intermediate ROHs
resulting from background relatedness; C, long ROHs reflecting recent inbreeding. The boundaries between classes A and B and classes B and C were obtained averaging the largest and the smallest values of the shorter and longer ROHs classes respectively, that is through \( \frac{A_{\text{max}} + B_{\text{min}}}{2} \) and \( \frac{B_{\text{max}} + C_{\text{min}}}{2} \), that correspond approximately to the values of pairs of A and B and of B and C with the same ordinate value (probability density function).

![Figure 3: Classification of ROHs classes in QUI. I, Distribution of ROHs lengths according to the classes A, B, and C; II, ROHs classes distributed according to their lengths.](image)

**RESULTS**

**Population Inbreeding Coefficient f**

The average estimates of \( f \) using the information of both complete and no-LD SNP datasets were -0.00397 and -0.00108, respectively. These negative values were not expected in a population with a structure like the quilombo, since they imply an overall excess of heterozygosity. Because previous results (Bhatia, et al., 2013) show
that MAF constrains the values and influences the variances of inbreeding and $f_{st}$ metrics, we therefore re-examined the behavior of $\bar{f}$ according to the minor allele frequency (MAF).

We performed the analysis of complete and no-LD datasets using two approaches: (1) obtaining the $\bar{f}$ estimates for subsets of markers above different MAF thresholds; and (2) observing the behavior of per locus estimates of $f_k$.

Average $\bar{f}$-values were estimated for subsets of markers according to thresholds of $MAF \geq \{0, 0.01, \ldots, 0.49\}$, shown in Figure 4. The mere inspection of the graph enables the identification of a predictable pattern on the behavior of $\bar{f}$-values, with a large distortion (shift to negative values) for markers with MAF ≤ 0.1 and a tendency to reach a constant plateau for higher MAF values.

![Average $\bar{f}$-values corresponding to subsets of markers with MAF value equal or above the value shown in the abscissa axis.](image)

Figure 4: Average $\bar{f}$-values corresponding to subsets of markers with MAF value equal or above the value shown in the abscissa axis.

Considering now the behavior of $f_k$ estimates across all loci (Figure 5), we notice that two regions ($MAF < 0.1$ and $0.1 \leq MAF \leq 0.3$) of both graphs should be highlighted.
Figure 5: Estimates of per locus inbreeding coefficient values. I, complete dataset; II, no-LD dataset.

In spite of a huge amount of individual $f_k$ estimates obtained from markers with MAF < 0.1 holding positive values, they are associated with larger $\text{var}(f_k)$ in both complete and no-LD datasets. On the other hand, almost half of $f_k$ estimates have near zero and negative values associated to much smaller values of $\text{var}(f_k)$.

Since the average value of $f_k$ is calculated after $\bar{f} = \sum x_k f_k$, where $x_k = \frac{\text{var}^{-1}(f_k)}{\sum_{j=1}^{n} \text{var}^{-1}(f_j)}$ (formulae 2 and 3), negative values of $f_k$ with very small variance values strongly influence the $\bar{f}$ estimate, when loci corresponding to MAF < 0.1 are considered.

Figures 6 and 7 show, respectively, the values of $\text{var}(f_k)$ as a function of $f_k$ and the distributions of $\text{var}(f_k)$ estimated for the MAF intervals 0–0.1, ..., 0.4–0.5, making it clear that the smallest values of MAF are associated with highly heterogeneous $\text{var}(f_k)$ values, many of them being very small and responsible for creating biased average $\bar{f}$-values.
Figure 6: Scatter plot of per locus $\text{var}(f_k)$ estimates and their corresponding $f_k$ values according to MAF intervals for the complete dataset. I, 0-0.1; II, 0.1-0.2; III, 0.2-0.3; IV, 0.3-0.4; V, 0.4-0.5.
Figure 7: Distribution of per locus $\text{var}(f_k)$ estimates according to MAF intervals for the complete dataset. I, 0-0.1; II, 0.1-0.2; III, 0.2-0.3; IV, 0.3-0.4; V, 0.4-0.5.
From the regions of the graphs (Figure 5) with $0.1 \leq \text{MAF} \leq 0.3$, it is easy to notice, mainly in the complete dataset, the existence of a subset of markers with very low $f_k$-values ($f_k < -0.17$), that clearly deviates from the distributions of most estimates. This behavior explains, for example, some extremely anomalous sets (559 and 22 loci for complete and no-LD datasets, respectively) of observed \{AA, Aa, aa\} genotype absolute frequencies of the order of \{~250, ~250, ≤5\} respectively, that are very unlikely to occur.

The presence of these anomalous genotype frequencies might be explained simply by the occurrence of systematic errors in the process of machine genotyping that resisted the data cleaning procedure. If we consider, for example, the genotyping error rate $\delta = P(AA \rightarrow Aa)$ and $p = P(A)$, $q = 1-p = P(a)$, $d = P(AA)$, $h = P(Aa)$, and $r = P(aa)$, we obtain $d' = d(1-\delta)$, $h' = d\delta + h$, and $r' = r$, so that estimated allele frequencies and corresponding inbreeding coefficient become $p' = d' + h'/2$, $q' = h'/2 + r'$, and $f' = 1 - h'/(p'q')$. It is then clear that the genotyping error is directly correlated with an increase in the estimation of heterozygous frequency. The numerical analysis of the simple expressions above shows also that the higher the value of $p$ the lower the value of $f'$. For example, for a $f$-value of 0.01, if $\delta$ is set to 0.05, the estimates of $f'$ will have negative values for all loci with $p > 0.2$; and all typed loci with $p \geq 0.5$ will produce estimates of $f' \leq -0.15$.

Considering an alternative model, in which the typing error rate is associated with the identification of an allele instead of a genotype, $f'$ is always smaller than $f$, but unlike to the first model, large deviations from Hardy-Weinberg proportions take place only when the typing error is very large.
The machine average genotyping error is declared as of the order of 1/1000 by their manufacturers, and at this level only loci at the edge of fixation would lead to significant negative $f_k$-values. However, the occurrence of genotyping errors is an important factor to be taken into account, because negative $f_k$-values so generated are always associated with very small $\text{var}(f_k)$ values that create a significant bias in the estimation of the population average value of the inbreeding coefficient.

Taking into account the facts above and the results shown in Figures 4 and 5, in order to avoid the use of markers associated with obvious biases in the estimation of the average inbreeding coefficient $\bar{f}$, we considered in our final analysis, presented in the paragraph below, only loci with MAF ≥ 0.3.

In spite of having their original datasets dramatically reduced in size (the complete one from 485,957 to 147,200 SNPs and the no-LD one from 11,642 to 9,208 SNPs), the $f_k$-values virtually retained their original properties of being symmetrically and normally distributed around their mean and median estimates. Taking into account that both sets were cleaned from most of their biases and errors, the parameters extracted from them (shown in Table 1 below) surely constitute now much more reliable estimates.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>$\bar{f}$</th>
<th>$\text{var}(f)$</th>
<th>$\text{theoretical}$</th>
<th>$\text{median}$</th>
<th>$\text{observed}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>95% c.i.</td>
<td></td>
<td>95% c.i.</td>
</tr>
<tr>
<td>Complete</td>
<td>0.0127</td>
<td>0.00248</td>
<td>(-0.0848, 0.1102)</td>
<td>0.0126</td>
<td>(-0.0816, 0.1121)</td>
</tr>
<tr>
<td>no-LD</td>
<td>0.0123</td>
<td>0.00249</td>
<td>(-0.0855, 0.1101)</td>
<td>0.0123</td>
<td>(-0.0832, 0.1114)</td>
</tr>
</tbody>
</table>

Table 1: Average $f$-values, medians, corresponding variances and 95% confidence intervals obtained for the two cleaned datasets. The (approximate) theoretical 95% confidence intervals were constructed under Gaussian assumptions and the (empirical) observed ones, as well as their medians, were obtained by ranking all individual $f_k$-values.
Individual Inbreeding Coefficient $f'$

The average population $\bar{f}'$ value (obtained averaging the estimates of $f'_i$ obtained from QUI sample by means of the software PLINK v1.07) was 0.0075; the median, obtained from the whole $f'_i$ distribution, was 0.0028, with corresponding 95% confidence interval limits of -0.2219 and 0.2098 (Figure 8). Interestingly, these estimates are not very different from those obtained using the traditional methods mentioned above.

![Distribution of $f'_i$ values.](image)

**Figure 8:** Distribution of $f'_i$ values. The median and the limits of its 95% confidence interval correspond respectively to the intersections of the vertical black and dotted lines with the abscissa axis of the graph.

Identification of ROHs

The LOD of autozigosity was estimated from a window with size $n = 18$ SNPs, sliding SNP-wise across the genome of all individuals. As already pointed out, the anti-mode of each GKDE distribution (Figure 2) is considered as the population specific LOD-score threshold above
which a window is assumed to be autozygous; all overlapping windows with LOD figures above the threshold were grouped to form the ROHs. It can be observed from Figure 2 that the areas of the right-hand portion of LOD distributions are proportionally larger as the distances from Africa increase, suggesting that autozygous regions are more frequent in these populations, as already noticed by Pemberton et al. (2012). For the admixed quilombo population we observed a pattern of distribution similar to that from YRI, in spite of the trihybrid composition of QUI.

The ROHs obtained from autozygous stretches were classified using a Gaussian mixture model of three components according to their lengths (A, short; B, intermediate; and C, long). The boundaries between classes A-B and B-C are population specific (Table 2) and related to both LD patterns and the amounts of inbreeding.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Boundary A-B</th>
<th>Boundary B-C</th>
</tr>
</thead>
<tbody>
<tr>
<td>QUI</td>
<td>227,789.5</td>
<td>902,739.5</td>
</tr>
<tr>
<td>FRE</td>
<td>262,947.5</td>
<td>893,750.5</td>
</tr>
<tr>
<td>CHB</td>
<td>223,641.5</td>
<td>661,562.0</td>
</tr>
<tr>
<td>YRI</td>
<td>184,325.0</td>
<td>581,563.0</td>
</tr>
</tbody>
</table>

### Table 2: Population specific boundaries in base pairs between ROHs classes A and B and classes B and C.

Inbreeding and Demographic Inferences from ROHs

The inbreeding coefficients $F_{ROH}$ of all individuals of the four populations were assessed considering ROHs of all classes together as well as those belonging to classes A, B and C separately (Table 3). The mean $F_{ROH}$ estimates from the QUI population were smaller than those from the FRE and CHB samples and higher than that from YRI, taking into account all ROHs together or separated by class.
Table 3: Mean, median and corresponding observed 95% confidence intervals of individual inbreeding coefficients $F_{ROH}$ per population, considering all ROHs together and separately.

<table>
<thead>
<tr>
<th>Class</th>
<th>QUI</th>
<th>FRE</th>
<th>CHB</th>
<th>YRI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean</td>
<td>median</td>
<td>95% c.i.</td>
<td>mean</td>
</tr>
<tr>
<td>A+B+C</td>
<td>0.2678</td>
<td>0.2624</td>
<td>0.2270-0.3384</td>
<td>0.5639</td>
</tr>
<tr>
<td>A</td>
<td>0.1031</td>
<td>0.1028</td>
<td>0.0928-0.1161</td>
<td>0.1573</td>
</tr>
<tr>
<td>B</td>
<td>0.1280</td>
<td>0.1237</td>
<td>0.1052-0.1741</td>
<td>0.2980</td>
</tr>
<tr>
<td>C</td>
<td>0.0367</td>
<td>0.0285</td>
<td>0.0120-0.1177</td>
<td>0.1086</td>
</tr>
</tbody>
</table>

The GKDE distributions of $F_{ROH}$ estimates for the four populations are shown in Figure 9. As expected for ROHs of classes A and B and for all ROHs together, QUI $F_{ROH}$-values are intermediate when compared to the African and European ones, because the estimates for the admixed quilombo population reflect aspects of the demographic histories of the populations which contributed to it. On the other hand, the quilombo class C $F_{ROH}$-values were very low, a surprising finding given that the population remained isolated for several generations and was founded by a small group of individuals.
Figure 9: Distribution of $F_{\text{ROH}}$ in the four populations. I, $F_{\text{ROH}}$ of classes A, B and C; II, class A $F_{\text{ROH}}$; III, class B $F_{\text{ROH}}$; IV, class C $F_{\text{ROH}}$.

To better understand the behavior of $F_{\text{ROH}}$ values in the quilombo, we analyzed the distribution of mean values of total lengths of ROHs per individual by class (A, B, and C) and subclasses of class C ROHs according to arbitrary length intervals (Figures 10 and 11).
Figure 10: Distribution of individual average total ROHs lengths per class per population.

Considering ROHs of A and B classes, African YRI individuals showed the lowest genomic ROHs proportions, with a total of less than 500Mb of the genome composed by short or intermediate ROHs (Figure 10). Conversely, European FRE and Asian CHB showed an average total length of short and intermediate ROHs of approximately 1Gb. For the QUI population, we obtained an intermediate value of approximately 600Mb, which is expected since the isolate was founded by individuals of three different ancestries and the amount of genomic ROHs should be approximately proportional to the genomic contribution of the parental populations. This result suggests that LD patterns of admixed populations are strongly influenced by the LD patterns of the populations from which founder individuals originated.
Considering now the subclasses of class C ROHs (Figure 11), we observed in the HGDP samples high amounts of ROHs <2MB followed by a drastic reduction in the larger subclasses, which suggests low levels of very recent inbreeding in the three cosmopolitan populations. In the QUI sample, on the other hand, subclasses with larger sizes were far more common, highlighting the occurrence of close inbreeding for at least part of the population and, less probably, the contribution of Native American ancestry components, that are likely to also harbor comparatively large portions of class C ROHs.

Single ROHs larger than 50Mb were found in eight (out of the total of 541) individuals, including a segment of almost 100Mb. Checking the genealogical data available in our laboratory, we found out that three of them are the offspring of first cousins while another one is the son of double first cousins. As for the other four
individuals, the paucity of reliable historical records prevented us from establishing the degree of biological relationship between their parents, who however share same surnames and might be closely related.

Relationship Between $f'$ and $F_{ROH}$ Estimates

The quilombo values of $f'$ and $F_{ROH}$ were estimated using two different techniques that should be correlated, since they are somehow associated to the inbreeding levels of the population. The scatter plots of Figure 12 show the dispersion of individual values of corresponding pairs of $f'$ and $F_{ROH}$ considering the set of all ROHs (Pearson’s $r = 0.496$, Spearman’s $\rho = 0.460$) and the subset of class C ROHs (Pearson’s $r = 0.542$, Spearman’s $\rho = 0.550$); all four correlation coefficients differ significantly from zero at a rejection level of $P < 2.2 \times 10^{-16}$.

![Figure 12](image)

**Figure 12:** Scatter plots of individual estimates of inbreeding coefficient $f'$ and $F_{ROH}$ of all ROHs classes together (left) and of class C ROHs (right).

As expected, the correlation coefficients estimated for the set of class C ROHs are a bit higher than the ones obtained for the whole set of ROHs, since class C ROHs are more influenced by the occurrence of events of recent inbreeding than classes A and B.
DISCUSSION AND CONCLUSIONS

This study dealt with the issue of estimating parameters related to the system of marriages, endogamy levels, and population/demographic events of a complex tri-hybrid admixed population.

Using information from both complete and no-LD datasets, we presented novel (as far as we know) procedure to cope efficiently with biases associated to the estimation of average value of Wright’s fixation index $f$. Our analyses showed (1) that systematic machine genotyping errors might be pivotal in originating spurious negative values of $f$; and (2) that the optimal range of MAF for using in the estimation process in the QUI sample is in the range of $0.3 \leq \text{MAF} \leq 0.5$. We suggest that this should also be investigated using available large SNP dataset for other populations. It is possible that this range might vary significantly among populations, since it is reasonable to admit that it can be dependent both on sample sizes and number of available dataset SNP markers.

The $f$ estimates obtained from the complete and no-LD SNP datasets agree with the values of estimates obtained with other procedures that we describe in the paper. The $f$ estimates obtained here are not significantly different from zero, a fact that can be explained by consanguineous marriages taking place mainly as a consequence of the relatively small population size of the quilombo isolate.

In relation to the ROHs study, we used a reliable method that allowed us (1) to identify autozygous segments of different lengths resulting from evolutionary forces acting in multiple time scales and (2) to separate them in three categories according to their sizes.
(Pemberton et al., 2012; Rosenberg et al., 2013). The quilombo population has an intermediate average total length of ROHs of A and B classes, suggesting that the amount of shorter ROHs should be somehow proportional to the amount of corresponding ROHs inherited from its parental populations. Due to a complex admixture of individuals from different genomic sources, a factor that introduces genetic variability into the population, its average proportion of shorter ROHs in admixed populations should be lower than the fractions contributed directly from each parental stock. A similar behavior was observed in the quilombo genome proportion made up of ROHs ($F_{\text{ROH}}$): its average $F_{\text{ROH}}$-value is lower when compared to European and Asian populations and a bit higher than the African one.

The class C ROHs results suggest that the smallest sizes are influenced by both background relatedness and cryptic inbreeding, that is by multiple distant parental relationship, whereas longer ROHs reflects the presence of very recent inbreeding levels. As expected, the quilombo isolate showed the greatest average total length of very long ROHs, reflecting its condition of recent endogamy due mainly to its low effective population size.

Consistent with previous results from the literature, we detected significant positive correlation coefficients between the individual estimates of $F_{\text{ROH}}$ and $f'$.  
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SUPPLEMENTARY TABLE

Table S1: Numbers of Genotyped Individuals at a Given Community

<table>
<thead>
<tr>
<th></th>
<th>AB</th>
<th>AN</th>
<th>GA</th>
<th>IV</th>
<th>MR</th>
<th>NH</th>
<th>PA</th>
<th>PC</th>
<th>PS</th>
<th>RE</th>
<th>SP</th>
<th>TU</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>573</td>
<td>320</td>
<td>134</td>
<td>270</td>
<td>56</td>
<td>447</td>
<td>220</td>
<td>286</td>
<td>128</td>
<td>250</td>
<td>132</td>
<td>295</td>
<td>3111</td>
</tr>
<tr>
<td>Ng</td>
<td>95</td>
<td>75</td>
<td>37</td>
<td>44</td>
<td>10</td>
<td>39</td>
<td>26</td>
<td>55</td>
<td>34</td>
<td>28</td>
<td>43</td>
<td>55</td>
<td>541</td>
</tr>
<tr>
<td>ng</td>
<td>16.6</td>
<td>23.4</td>
<td>27.6</td>
<td>16.3</td>
<td>17.9</td>
<td>8.7</td>
<td>11.8</td>
<td>19.2</td>
<td>26.6</td>
<td>11.2</td>
<td>32.6</td>
<td>18.6</td>
<td>17.4</td>
</tr>
</tbody>
</table>

Communities are as defined in Figure 1; N, estimated number of adult individuals (Auricchio et al., 2007); Ng, number of genotyped individuals; ng, percentage of genotyped individuals.
4. GENERAL DISCUSSION AND CONCLUSIONS

This dissertation dealt with issues related to the estimation of average population inbreeding levels and includes two manuscripts already published in specialized international journals and another one yet to be submitted.

Chapter 1 shows how the inbreeding coefficient is estimated by using genealogical and marker (molecular) information. The genealogical (direct) estimation of inbreeding coefficient \( F \) is complicated due to the usual lack of complete pedigree information and to the arbitrary choice of the number of generations to take into account in its estimation. In spite of these limitations, \( F \)-values so estimated are used to make valid comparisons of autozygous levels among populations.

Quilombo \( F \)-values were obtained using all available pedigree information and averaging the individual inbreeding coefficients from all individuals. The values thus obtained were compared with others estimates from the literature (Table 4, Chapter 1). Quilombo \( F \)-values (and the frequencies of consanguineous marriages) showed to be significantly lower than the values obtained for most isolates from the literature, except in relation to a Brazilian Jewish isolate (Freire-Maia and Krieger, 1963). In any case, the value we estimated is about three times higher than the corresponding one from the Brazilian population (\( F = 0.00088; \) Freire-Maia, 1990).

As to the quilombo \( f \) (molecular) estimates of Chapter 1, we used a highly heterogeneous set of 30 molecular markers (14 biallelic SNPs and 16 multiallelic microsatellites). Seven SNPs markers were obtained from a sample of 700 individuals in an association study of
hypertension (Kimura et al., 2012) and another seven SNPs from 400 sampled individuals in an obesity association study (Angeli et al., 2011); the remaining 16 microsatellites were genotyped from a sample of 300 individuals especially selected for the study described in Chapter 1.

We analyzed SNPs and microsatellites data separately and together (Tables 5 and 6, Chapter 1), obtaining average population \( f \)-values by weighing \( f \) estimates from each community by the reciprocal of the corresponding variances. Given that the sample sizes required to obtain \( f \)-values significantly different from zero are extremely high (Figure 2, Chapter 1) in tests that verify departures from HW proportions, no \( f \) estimate obtained from SNP markers was significantly different from zero. In two instances of microsatellite markers we found \( f \)-values significantly lower than zero, a result that might result from the combination of small sample sizes and multiallelic nature of these markers.

Historical records collected by members of Dr. Regina Mingroni’s laboratory account for the presence of intense migration among all subpopulations analyzed, indicating an absence of genetic isolation. Using our molecular markers data, we estimated Wright’s fixation indexes. The estimates of \( f_{ST} \) values obtained were in general lower than 5%, which is according to results previously obtained from the analysis of INDEL markers data for the same subpopulations (Kimura et al., 2013). These results indicate, as expected from the historical records mentioned, the absence of significant population substructure levels in the whole quilombo aggregate.

The second article presented in Chapter 2 dealt with the estimation of \( \text{var}(f) \). The very simple approximation we provided could
be applied to a locus with any number of alleles, producing estimates very similar to those obtained using simulations or approximations already known in the literature for two allele case (Fyfe and Bailey, 1951; Curie-Cohen, 1982). Given that the formal estimation of $\text{var}(f)$ is (mathematically) a very complicated issue, our work resulted in a very simple and efficient method to obtain reliable $f$-variance estimates.

The third chapter is represented by an unpublished manuscript dealing with the estimation of the coefficient $f$ (in the same quilombo population) using high density SNP array data and presenting a new manner to estimate the index, by using the joint information from two sets of markers (complete and no-LD datasets).

It is known from population genetics theory that the unbiased estimation of the average inbreeding coefficient $\bar{f}$ should consider only completely independent loci, that is, loci with no linkage disequilibrium. The main problem in excluding linked data is the drastic reduction of dataset information.

With the aim of seeking for markers with more reliable information, we considered in our analysis both datasets (complete and no-LD), observing that: (1) markers with MAF < 0.3 introduced a bias underestimating the average $f$-values, since they might include data with errors in genotype determination that resisted to the filtering process; (2) no statistically significant difference between the $f$ average estimates from both datasets was found, since their 95% confidence intervals overlapped.

We made also some inferences from the quilombo demographic history, as we were dealing with a highly admixed tri-hybrid population with a complex foundation history. Both the total ROHs lengths and the
\( F_{\text{ROH}} \) values were lower in the quilombo than in the European and Asian population datasets and a bit higher than in the African one selected for comparison. The results we obtained suggest that the patterns of ROH and \( F_{\text{ROH}} \) of an admixed population such as the quilombo reported here should be somehow proportional to the contribution of the parental (stock) populations, but lower, given that the admixture process inserted some degree of variability in the gene pool of the hybrid population.
5. **ABSTRACT**

Endogamy levels are usually estimated using genealogical or molecular markers data. By means of both type of data from a traditional Brazilian tri-hybrid quilombo population aggregate (located at the Ribeira River Valley in the State of São Paulo), the aim of this work, using different methods, was to obtain reliable estimates of its average inbreeding coefficient, as well as to establish pertinent demographic inferences.

The results we obtained are presented in three chapters.

The first one, represented by the offprint of a published paper, deals with the estimation of the inbreeding coefficient using both a complete genealogical and comprehensive molecular information. \( F \)-values were estimated for each community using all available pedigree information and averaging the inbreeding coefficients from all individuals represented in the genealogies. Molecular \( f \)-values were estimated from the analysis of 30 highly heterogenous sets of molecular markers (14 biallelic SNPs and 16 multiallelic microsatellites), genotyped in different groups of individuals from the population.

The second chapter (a research paper already published), presents a simplified method to estimate the variance of the inbreeding coefficient. The simple approximations we provided can be applied to a locus with any number of alleles, producing estimates fully validated by computer simulations.

The last chapter is a manuscript yet to be published that deals with inbreeding and demographic inferences, obtained from the information of hundreds of thousands of biallelic SNP markers. A new
manner to obtain estimates of Wright’s fixation index $f$ is presented, consisting in the use of the joint information of two sets of markers (one complete and another excluding markers in patent linkage disequilibrium). Quilombo demographic inferences were obtained by means of ROHs analyses, which were adapted to cope with a highly admixed population with a complex foundation history.
6. RESUMO

Os níveis de endogamia de uma população são comumente estimados por meio do coeficiente de endocruzamento, que pode ser obtido de dados genealógicos ($F$) ou dados provenientes da análise de marcadores moleculares ($f$).

O objetivo do trabalho foi obter estimativas confiáveis do coeficiente de endocruzamento populacional, bem como realizar inferências demográficas, usando dados de um agregado populacional quilombola miscigenado com ancestralidade complexa tri-híbrida, localizado no Vale do Rio Ribeira, na região sul do estado de São Paulo.

No trabalho é apresentado em três capítulos. No primeiro (um trabalho já publicado), estimamos o coeficiente de endocruzamento usando dados genealógicos e moleculares. As estimativas genealógicas de $F$ foram obtidas para cada comunidade por meio da média dos coeficientes individuais de todos os indivíduos representados nas genealogias da população. Os valores de $f$ foram estimados por meio dos dados de 30 marcadores moleculares altamente heterogêneos (14 SNPs e 16 microsatélites), genotipados em diferentes grupos de indivíduos com diferentes finalidades.

O segundo capítulo, representado por um trabalho também já publicado, apresenta um método simples para estimar a variância do coeficiente de endocruzamento $f$. As aproximações obtidas, validadas devidamente por simulações em computador, podem ser aplicadas a lóci multialélicos, produzindo estimativas que não diferem significativamente de outras aproximações complicadas descritas na literatura.
O último capítulo (um manuscrito a ser submetido para publicação) apresenta inferências a respeito dos processos de endogamia e demografia no isolado quilombola, utilizando a informação de centenas de milhares de marcadores moleculares bialélicos. É apresentada uma nova maneira de se estimar o índice de fixação $f$ de Wright, usando a informação combinada de dois conjuntos de marcadores (o conjunto completo de marcadores e um outro contendo apenas marcadores não ligados significativamente entre si). Também foram feitas inferências sobre a história demográfica do isolado por meio do estudo das regiões genômicas em homozigose (ROHs), uma contribuição inédita e importante do trabalho, adaptada à análise de um isolado populacional altamente miscigenado com contribuição tri-híbrida e uma história de fundação complexa.
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A. ANNEX 1

This section details the process of data cleaning (briefly summarized on Chapter 3) performed on data obtained from all 541 sampled individuals genotyped with a commercial ~600,000 SNPs array high density platform.

The whole process consisted of five different steps described below, the first two of them having been performed by Dr. Kelly Nunes.

A.1. Step 1

The software Genotype Console 4.2 was used to exclude all markers presenting low quality scores, according to the manufacturer's standard parameters.

A.2. Step 2

All markers presenting significant pairwise differences in missing data proportions between gender, batch and subpopulation groups were excluded by means of the R package GWASTools v. 3.5.

A.3. Step 3

Markers located within the pericentromeric and peritelomeric regions were excluded, because these segments normally have a small number of SNPs, responsible for gaps with lack of genetic information, and are enriched in repetitive DNA sequences, thus reducing the accuracy of the genotype determination process. Three different exclusion methods were tested, taking into account: (M1) all markers located within the first 2Mb starting from the outermost genotyped marker across all chromosomal arms; (M2) the 300 outermost genotyped
markers across all chromosomal arms; (M3) the largest number of genotyped markers contained in the chromosomal segments by applying methods (M1) or (M2).

Figure A1 shows, in graphs A to D (A: raw data, B to D: datasets selected by methods M1 to M3) the pairwise distances between consecutive SNPs (ordinate axis) as function of their physical order (abscissa axis), separated by the 21 chromosomal boundaries.

Figure A1: Distances between consecutive SNPs (y axis), according to its order in genomic physical position. Blue lines: boundaries between chromosomes, organized in ascending order.

The inspection of the four graphs of Figure A1 shows clearly that the vast majority of points are in the range below 500kb, indicating
that the SNP coverage is relatively homogenous across the genome, and that both graphs C and D contain fewer points with higher values. Based on the quantitative results shown in Table A1, the M2 method was selected for further analyses, because its resulting dataset, besides having the lowest values of mean, median, and variance (of distances between consecutive SNPs), is more conservative as to the number of loci retained.

**Table A1: Distances of consecutive SNPs (descriptive statistics).**

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Raw data</th>
<th>M1</th>
<th>M2</th>
<th>M3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of loci</td>
<td>591228</td>
<td>565140</td>
<td>567789</td>
<td>560601</td>
</tr>
<tr>
<td>Genomic coverage (Gb)</td>
<td>2.670</td>
<td>2.509</td>
<td>2.494</td>
<td>2.469</td>
</tr>
<tr>
<td>Mean distances (kb)</td>
<td>4.517</td>
<td>4.440</td>
<td>4.392</td>
<td>4.404</td>
</tr>
<tr>
<td>Median distances (kb)</td>
<td>2.243</td>
<td>2.233</td>
<td>2.221</td>
<td>2.227</td>
</tr>
<tr>
<td>Maximum distance (Mb)</td>
<td>3.484</td>
<td>1.702</td>
<td>1.369</td>
<td>1.369</td>
</tr>
<tr>
<td>Variance ($\times 10^6$)</td>
<td>128.403</td>
<td>77.079</td>
<td>63.334</td>
<td>63.737</td>
</tr>
<tr>
<td>Standard deviation ($\times 10^3$)</td>
<td>11.331</td>
<td>8.779</td>
<td>7.958</td>
<td>7.984</td>
</tr>
</tbody>
</table>

**A.4. Step 4**

Loci exhibiting highly significant deviations ($P < 0.0001$) from HW proportions were excluded using the software PLINK v. 1.07, which estimates $P$-values by means of the exact test of Wigginton et al. (2005). Such deviations might result from low quality genotyping process, mainly when widespread across the genome, or from the effects of evolutionary selection processes, especially when limited to specific genomic regions (Weir, 2013). Of course, $f$-values significantly different from zero could also be the result of inbreeding, but $P$-values obtained for each locus would never attain the level above.

We also excluded data from loci with lack of information, testing empirically four different thresholds (5%, 1%, 0.5%, and 0%), as
suggested by Weir (2013). The graphs of Figure A2 show the observed (ordinate axis) and expected (abscissa axis) P-values obtained when testing the null hypothesis of panmixia in all five resulting datasets. The inspection of graph A shows clearly that P-values from the filtered data are closer to the expected ones than the raw data.

![Figure A2: QQ-plots of quilombo exact tests, using raw and filtered datasets (graph A) or only filtered datasets (graph B).](image)

The missing data threshold of 1% was considered for further analysis because the corresponding filtering process eliminated a huge number of markers with biased genotype frequencies while retaining approximately 95% of all markers from the cleaning step 3, as shown in Table A2.
Table A2: Number and proportion of loci left after data filtering.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Number of loci</th>
<th>Proportion of remaining loci</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw data (step 2)</td>
<td>591,228</td>
<td>-</td>
</tr>
<tr>
<td>Trimmed data (step 3)</td>
<td>567,789</td>
<td>1.0000</td>
</tr>
<tr>
<td>HW + 5% missing data (step 4)</td>
<td>566,000</td>
<td>0.9968</td>
</tr>
<tr>
<td>HW + 1% missing data (step 4)</td>
<td>538,981</td>
<td>0.9493</td>
</tr>
<tr>
<td>HW + 0.5% missing data (step 4)</td>
<td>481,284</td>
<td>0.8476</td>
</tr>
<tr>
<td>HW + 0% missing data (step 4)</td>
<td>273,143</td>
<td>0.4811</td>
</tr>
</tbody>
</table>

HW: HW testing with $P < 0.0001$.

A.5. Step 5

Some loci were excluded according to their minor allele frequencies (MAF), after testing empirically three different MAF thresholds:

(1) MAF = 0 (monomorphic markers, which are non-informative, thus introducing a significant bias on the identification of ROHs);

(2) MAF ≤ 1/(2N), where N is the sample size (loci that might include genotypes containing de novo mutations or genotyping errors);

(3) MAF ≤ 1% (idiomorphic markers).

Datasets resulting after the application of the three criteria preserves respectively 485,957, 478,327, and 454,988 loci. In order to keep the largest number of markers for the final analysis, the MAF = 0 threshold was selected.